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Abstract - Dynamical systems like neural networks based on 
lateral inhibition have a large field of applications in image 
processing, robotics and morphogenesis modelling. In this 
paper, we deal with a double approach, image processing and 
neural networks modelling both based on lateral inhibition in 
Markov random field to understand a degenerative disease, the 
retinitis pigmentosa. 
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I. INTRODUCTION 
 
In the vertebrate retina, cones are hyperpolarized when 

illuminated by light, but also receive a depolarizing input 
when receptors some distance away are illuminated. This 
antagonistic center-surround response is mediated by 
amacrine horizontal cells (Fig. 1 and Fig. 3), through a sign-
reversing synapse to cones called feed-back synapse and a 
global mechanism, lateral inhibition [1], involved in edge 
enhancement and image contrasting [6,35], realizing 
concretely the Mach (boundary brightness overshoot) and 
Marr (Laplacian zero-crossing edge enhancement) effects. 

 

Fig. 1 - The retina inside the eye structure 
 
Multiple contrast illusions (Fig. 2) are based on the 

lateral inhibition principle. Here, we will study how 
functions of rods and cones are differentially affected during 
the retinal degeneration of the retinitis pigmentosa and how 
this pathologic process can be modelled. 

II. PHYSIOLOGICAL AND PATHOLOGICAL RETINA 
 
In physiological retina, lateral inhibition causes 

illusions like the perception of artefactual stripes or spots. 
The lateral inhibition causes a reinforcement (or a decline) 
of brightness in a pixel if its neighbours are black (resp. 
white). This illusion is easy to simulate by computer and is 
illustrated in Fig. 2. 

 

Fig. 2 - Contrast illusions: Hermann illusions (top); Mach bands illusion 
(bottom-left) and lateral inhibition with activation at short range (nearest 
neighbours neurons) and lateral inhibition at medium range (bottom-right) 

 
In Fig. 2, the Hermann illusion is provoked by the local 

organization of inhibition and activation between retinal 
cells (bottom-right) and shows bright points at the 
intersection of grey stripes (top-left) and grey squares at the 
intersection of white stripes (top-right). On the bottom-left, 
Mach band illusion gives an enhancement of the vertical 
lines separating the different grey zones. 
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Fig. 3 - Physiological and pathological retina. Top-left: Lateral inhibition 
due to horizontal-cell synapses. Top-right: Confocal microscopy slice of 
mouse retina having retinitis pigmentosa [34]. Bottom-left: Segmentation of 
cones and rods showing an important cell deficit in the Left Superior 
quadrant (LS). Bottom-right: Histogram of the intercept distances showing 
a significant increase of the inter-cell distance in the LS quadrant (dark 
blue). 
 

Fig. 4 - Local organisation of cones and rods in macula (A) and retinal 
periphery (B) [38] 

 
The pathologies of the retina provoke a progressive 

death of the rods (like in retinitis pigmentosa in Fig. 3), 
which leads to cones apoptosis, due to non-secretion (by 
rods) of growth factor favouring the cones survival, causing 
the disappearance of the lateral inhibition, hence of the 
contrasting ability. Fig. 3 (Top-right and Bottom-left) shows 
a confocal slice of a sick retina where we can observe an 
important loss of both rods and cones in the left superior 
quadrant (LS). An analysis of the cells interdistance in the 
three other quadrants shows that the mean interdistance 
between cones in the peripheral retina (about 15ߤ) is better 
conserved than the interdistance between rods (about 3ߤ), 
proving the primary rod degeneracy. 

 

III. NEAREST NEIGHBOUR MODELS 
 
A formal deterministic neural network ܴ of size ݊ is 

defined by its state variables ሼݔ௜ሺݐሻሽ௜ୀଵ…௡, where ݔ௜ሺݐሻ 
denotes the state of the neuron ݅ at time ݐ (equal to ‘1’ if the 
neuron fires at this time and ‘0’ otherwise). Then the 
discrete iterative system ruling the change of states in the 
network is given by the following equations: 

ݐ௜ሺݔ  ൅ 1ሻ ൌ 1;  if ܪ௜ሺݐሻ ൌ ଴ݑ ൅ ෍ ௏ሺ௜ሻאሻ௝,௞ݐ௝ሺݔ௜௝ݓ ൅ ݒ௜௝௞ݔ௝ሺݐሻݔ௞ሺݐሻ ൐ ൌ ,ߠ 0;  otherwise 
 

where V(i) is a neighbourhood of ݅; ܪ௜ሺݐሻ plays the role of 
the somatic electric potential; ݑ଴ denotes an external field; ݓ௜௝ designates the synaptic weight resuming the interactions 
of the neuron ݆ on the neuron ݅; ݒ௜௝௞  is a non-linear effect 
coefficient (due to the presence of a triplet of neighbouring 
neurons firing together); and ߠ is a firing threshold (Fig. 5). 
The updating of the neuronal states can be operated [11]: 
• either sequentially, after having chosen a certain order 

for the neurons, 
• or block-sequentially, by parallel updating of each sub-

network of partition ܴ and then activating these sub-
networks sequentially, 

• or in a massively parallel way.  

Fig. 5 - Translation invariant isotropic 44ݔ neural network with boundary 
neurons (violet), external field ݑ଴, synaptic weight ݑଵ ൌ  ௜௝, and non-linearݓ
effect coefficient ݑଶ ൌ  ௜௝௞ݒ
 

The updating rule can be randomized as follows: 
 ܲ ቀݔ௜ሺݐ ൅ 1ሻ ൌ 1ቚݔ௝, ݆ א ܸሺ݅ሻቁ ൌ ݁ு೔ሺ௧ሻ ்⁄1 ൅ ݁ு೔ሺ௧ሻ ்⁄  

 
We can easily show that this rule is the same as the 
deterministic rule above, when ܶ ൌ 0. The presence of a 
cone growth factor secreted by neighbouring rods will be 
taken into account by putting a ‘1’ in a square of 100ߤଶ, 
containing at least one cone (Fig. 6), and a ‘0’ if there is no 
cone. The deterministic or stochastic dynamics of such 
neural networks and their robustness has been extensively 
studied in [2-5] and [7-22]. 

u u 0 0 

u u 1 1 

u u 2 2 
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Fig. 6 - Top: Confocal slices of the retina: blue square indicates the slice of 
Fig. 3 (Top right). Bottom: Segmentation of the rods and cones of this slice 

Fig. 7 - Dependence of the core states on the boundary states ‘1’ and ‘0’ 

The occurrence of the values ‘1’ in a grid made of 
squares, each of 100ߤଶ, will be supposed to be ruled by a 
nearest neighbour Markov random field [24-32] and [36,37], 
which corresponds exactly to the fixed configuration of the 
random neural networks defined above. There exists a 
classical unbiased maximum likelihood inference procedure 
for estimating all the coefficients ሺݑ଴, ,ଵݑ  ଶሻ of the neuralݑ
network (in the hypothesis of a translation invariant 
isotropic field with temperature ‘1’), since the 
corresponding statistical structure is exponential [18].  

 
In the example of Fig. 6, the estimates are significantly 

different between the quadrants LS and RI, showing the 
presence of a pathologic process. If we assume the network 
states determined by this nearest neighbour modelling, we 
have to check if there is an influence of the boundary 
neurons (in violet in Fig. 5). It is possible to systematically 
study this influence by searching phase transition parametric 
conditions, i.e. values of the coefficients ݑ଴, ,ଵݑ  ଶ for whichݑ
the states on the core depend on the states on the boundary. 
In the parametric circumstances where: 

଴ݑ  ൅ ଵݑ2 ൅ ଶݑ ൌ 0, (cf. Fig. 8 where ݑ଴ ൌ െ3),  
 

we observe a phase transition with the dependency of the 
core on the boundary, which proves that we have to be very 
careful in fixing the states on the frontiers of the retina 
[16,17]. 

 
IV. SPATIAL RENEWAL BINARY PROCESSES 

 
There exist different alternatives to the nearest 

neighbour random neural networks, like the reaction-
diffusion process, in which one can identify the diffusion 
coefficient and also the lateral inhibition parameters of the 
reaction part. There is also a way to escape the spatial 
Markovian character of the previous model, by supposing 
that the occurrence of the state ‘1’ at time ݐ ൅ 1 in the 
neuron ݅, given by ݔ௜ሺݐ ൅ 1ሻ ൌ 1, is depending on the states 
on the first sphere (for the Manhattan distance ܮଵ) centered 
at ݅, where we can meet a neuron in state ‘1’. 

 

Fig. 8 - Simulated configuration of the states of a 2-dimensional renewal 
spatial binary random field [23] 
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A spatial random process verifying such a condition is 
called a renewal spatial random field [20,23] (analogous to 
the renewal temporal processes observed, for example, while 
tossing a coin) and we can estimate its parameters in the 
same way as for the spatial Markov random fields, that is by 
considering the associated statistical exponential structure in 
which estimates are of the maximum likelihood, unbiased 
and almost surely convergent. 

 
We can see, in Fig. 8, a simulation of such a renewal 

spatial random field, showing configurations sparser than 
those observed for a spatial Markovian field, correlating 
more to the data in Fig. 6. A test of data adequacy can be 
performed over the spatial Markovian and  renewal fields and 
we can retain the structure which best-fits the data, where the 
first model favours rod-cone interactions and the second 
model favours long-range interactions between cones. 

 
 

V. CONTRAST ENHANCEMENT 
 

Another way to detect an abnormality in the rod and 
cone distribution is to use the observed configuration as 
an artificial retina in order to contrast an input image. The 
latter can be made of pixels of different grey levels as in 
Fig. 9 (top-left). A normal retina treating the image must 
enhance homogeneous zones, by exploiting the fact that a 
square of pixels (or a peak)  having the same medium 
(respectively high) grey level is reinforced (respectively 
undermined) by the presence (respectively absence) of a 
local activation and its boundaries are contrasted because 
of the absence of external inhibition (Fig. 10). If the 
distribution of the weights follows the scheme given in 
Fig. 2 (bottom-right) and if the neurons are dispatched in 
the four quadrants as in Fig. 3 (bottom left), then the 
contrasting is realised only in RI quadrant as in Fig. 9 and 
Fig. 10. 

Fig. 9 - Contrast enhancement. Bottom-left: Lateral inhibition causes the local contrast enhancement of the yellow square (with medium level in false colors) 
into a contrasted bright orange square. Top-right: Evolution in time of the DOG function representing an activation near the central neuron, ݅଴ (green links) 
and an inhibition (red links) farther away. Bottom: Same processing in grey level with initial image in the middle and contrasted on the right. 
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Fig. 10 - Contrasting and contouring medical images. Top-left: initial NMR image of a brain tumour. Top-middle: contrast enhancement with apparition of a 
central activity (blue arrows). Top-right: boundary of the compressed tissue (external snake-spline). Bottom-left: tumour segmentation. Bottom-right: tumour 
boundary (internal snake spline) 

VI. CONCLUSION 
 
We have shown in this paper that a retinal pathology, 

as in retinitis pigmentosa, could be studied by identifying 
from observed data, either a Markovian or a renewal 
spatial random field, leading to the hypothesis of local 
rod-cone interactions or of a long-range cone-cone 
interactions. In the first case, the interactions fading due 
to disappearing of rods depicts existence of an action by 
rods, like secretion of a specific cone growth factor, 
which is in agreement with the genetic studies. The 
conservation of the contrasting retinal function can be 
tested for the still healthy zones by using, as input, a 
reference image having inside a homogeneous zone to 
enhance. This is being extensively used in image 
processing applications as in Fig. 10. The absence of 
contrasting power could constitue a good test of loss of 
this major functionality related to the integrity of the 
lateral inhibition rod-cone architecture. 

REFERENCES 
 
[1] D. Attwell, F.S. Werblin, M. Wilson and S.M. Wu. (1983) A 

sign-reversing pathway from rods to double and single cones in 
the retina of the Tiger Salamander. J. Physiol., 336: 313-333, 
1983. 

[2] J. Aracena, J. Demongeot and E. Goles. Mathematical modelling 
in genetic networks. IEEE Trans. Neural Networks, 15:77-83, 
2004. 

[3] J. Aracena, J. Demongeot and E. Goles. Fixed points and 
maximal independent sets on AND-OR networks. Discr. Appl. 
Math., 138:277-288, 2004. 

[4] J. Aracena, J. Demongeot and E. Goles. On limit cycles of 
monotone functions with symmetric connection graphs. Theoret. 
Comp. Sci., 322:237-244, 2004. 

[5] J. Aracena and J. Demongeot. Mathematical Methods for 
Inferring Regulatory Networks Interactions: Application to 
Genetic Regulation. Acta Biotheoretica, 52:391-400, 2004. 

[6] F. Berthommier, O. Francois, D. Francillard, P. Cinquin, I. 
Marque and J. Demongeot. Asymptotic behavior of neural 
networks and image processing. In: Self-Organization, 
Emerging properties and Learning, ed. A. Babloyantz, New 
York: Plenum Press, NATO ASI Series B, pp. 219-230, 1991. 

  

940



[7] O. Cinquin and J. Demongeot. Positive and negative feedback: 
striking a balance between necessary antagonists. J. Theor. 
Biol., 216:229-241, 2002. 

[8] O. Cinquin and J. Demongeot. Positive and negative feedback: 
mending the ways of sloppy systems. C.R. Biologies, 325:1085-
1095, 2002. 

[9] O. Cinquin and J. Demongeot. High-dimensional switches and 
the modeling of cellular differentiation. J. Theor. Biol., 233:391-
411, 2005. 

[10] J. Demongeot, D. Benaouda and C. Jézéquel. Dynamical 
confinement in neural networks and cell cycle. Chaos, 5:167-
173, 1995. 

[11] J. Demongeot, A. Elena and S. Sené. Robustness in neural and 
genetic networks. Acta Biotheoretica, 56:27-49, 2008. 

[12] J. Demongeot, N. Glade and L. Forest. Liénard systems and 
potential-Hamiltonian decomposition. I Algorithm. C.R. Math., 
344:121-126, 2007. 

[13] J. Demongeot, N. Glade and L. Forest. Liénard systems and 
potential-Hamiltonian decomposition. II Methodology. C.R. 
Math., 344:191-194, 2007. 

[14] J. Demongeot, M. Morvan and S. Sené. Impact of Fixed 
Boundary Conditions on the Basins of Attraction in the Flower’s 
Morphogenesis of Arabidopsis thaliana. In: IEEE AINA' 08 & 
BLSMC' 08, Piscataway: IEEE Proceedings, pp. 782-789, 2008. 

[15] J. Demongeot, M. Morvan and S. Sené. Robustness of 
Dynamical Systems Attraction Basins Against State 
Perturbations: Theoretical Protocol and Application in Systems 
Biology. In: IEEE ARES-CISIS' 08 & IIBM' 08, Piscataway: 
IEEE Proceedings, pp. 675-681, 2008. 

[16] J. Demongeot, C. Jezequel and S. Sené. Asymptotic behavior 
and phase transition in regulatory networks. I Theoretical 
results. Neural Networks, 21:962-970, 2008. 

[17] J. Demongeot and S. Sené. Asymptotic behavior and phase 
transition in regulatory networks. II Simulations. Neural 
Networks, 21:871-979, 2008. 

[18] J. Demongeot. Asymptotic inference for Markov random field 
on Zd. Springer Series in Synergetics, 9:254-267, 1981. 

[19] J. Demongeot. Random automata and random fields. In: 
Cellular Automata : Theory and Applications (reedited 
Dynamical Systems and Cellular Automata). New York: 
Academic Press, pp. 99-110, 1985. 

[20] J. Demongeot and J. Fricot. Random fields and renewal 
potentials. Springer NATO ASI Series F, 20:71-84, 1986. 

[21] J. Demongeot. Random automata. In: Automata networks in 
computer science: theory & applications, eds. F. Soulié et al, 
Princeton: Princeton University Press, pp.  47-57, 1987. 

[22] J. Demongeot. Coupling of Markov processes and Holley's 
inequalities for Gibbs measures. In: Proc. IXth Prague 
Conference on Information Theory, Statistical Decision 
Functions and Random Processes, Prague: Academia, pp. 183-
189, 1983. 

[23] J. Fricot. Champs aléatoires de renouvellement. 
http://tel.archives-ouvertes.fr/tel-00315303/fr, PhD-Thesis, 
1985. 

[24]  C. Robert, B. Crémilleux, P. Francois and J. Demongeot. 
Markov random fields for medical decision making : observable 
networks. In: Proceedings of the XIth PRAGUE Conference on 
Information Theory, Prague: Academia, pp. 311-321, 1992. 

[25] L. Forest, N. Glade and J. Demongeot. Liénard systems and 
potential-Hamiltonian decomposition. Applications in biology. 
C.R. Biologies, 330:97-106, 2007. 

[26] O. Francois, J. Demongeot and T. Herve.  Convergence of self-
organizing stochastic neural network processes. Neural  
Networks, 5: 277-282, 1992.  

[27] N. Glade, L. Forest and J. Demongeot J. Liénard systems and 
potential-hamiltonian decomposition. III Applications. C.R. 
Math., 344:253-258, 2007. 

[28] T. Herve, J. Dolmazon and J. Demongeot. Neural network in the 
auditory system: Influence of the temporal context on the 
response represented by a random field. In: Acoustics, Speech, 
and Signal Processing, IEEE International Conference on 
ICASSP '87, Piscataway: IEEE Proceedings, pp. 161-164, 1987. 

[29] T. Herve and J. Demongeot. Random field and tonotopy : 
simulation of an auditory neural network.  Neural Networks, 1: 
297, 1988.  

[30] T. Herve, J.M. Dolmazon and J. Demongeot. Random field and 
neural information: a new representation for multi-neuronal 
activity. Proc. Natl. Acad. Sc. USA, 87: 806-810, 1990.  

[31] T. Herve, O. Francois and J. Demongeot. Markovian spatial 
properties of a random field describing a stochastic neural 
network: sequential or parallel implementation ? Lect. Notes in 
Computer Science, 412: 81-89, 1990. 

[32] M. Kaufman, C. Soulé and R. Thomas. A new necessary 
condition on interaction graphs for multistationarity. J. Theor. 
Biology, 248: 675-685, 2007. 

[33] F. Leitner, I. Marque, F. Berthommier, O. Francois, P. Cinquin 
and J. Demongeot. Neural networks, differential systems and 
image processing. In: From pixels to features II, eds H. 
Burkhardt , Y. Neuvo & J.C. Simon, Amsterdam: North 
Holland, pp. 253-274, 1991. 

[34] T. Léveillard, S. Mohand-Saïd, O. Lorentz, D. Hicks, A.C. 
Fintz, E. Clérin, M. Simonutti, V. Forster, N. Cavusoglu, F. 
Chalmel, P. Dollé, O. Poch, G. Lambrou and J.A. Sahel. 
Identification and characterization of rod-derived cone viability 
factor. Nature Genetics, 36: 755-759, 2004. 

[35] J.A. Solomon, G. Sperling and C. Chubb. The lateral inhibition 
of perceived contrast is indifferent to on-center/off-center 
segregation, but specific to orientation. Vision Res., 33: 2671–
2683, 1993. 

[36] C. Soulé. Graphic requirements for multistability. Complexus, 1: 
123-133, 2003. 

[37] F. Spitzer, and M. Amara, J. Demongeot, H. Hennion, F. 
Ledrappier, R. Montador & M. Villard (writers). Introduction 
aux processus de Markov à paramètres dans Zν. Lect. Notes in 
Maths, 390,:114-189, 1974. 

[38] Christine A. Curcio, Kenneth R. Sloan, Robert E. Kalina, and 
Anita E. Hendrickson. Human photoreceptor topography. The 
Journal of Comparative Neurology, 292(4):497–523, 1990. 

941


