
Computerized Medical Imaging and Graphics. Vol. 17, No. 3, pp. 189~200, 1993 
Printed in the U.S.A. All righls reserved. 

0895-61 I l/93 $6.00 + .I0 
Copyright Q 1993 Pergamon Press Ltd. 

METHOD FOR 3D VOLUMETRIC ANALYSIS OF INTRANUCLEAR 
FLUORESCENCE DISTRIBUTION IN CONFOCAL MICROSCOPY 

Franck Parazza*, Catherine Humbert, and Yves Usson 
Equipe de Reconnaissance des Forrnes et Microscopic Quantitative, Laboratoire TIM3-IMAG, USR CNRS 

690B, CERMO, Universitt Joseph Fourier, BP 53X 3804 1 Grenoble Cedex, France 

(Received 21 October 1992) 

Abstract-The introduction of the confocal laser scanning microscope makes it possible to acquire fluorescent 
specimens in 3D. We present basic image processing tools to enhance the data and to quantitate the morphology 
and topography of the intravolume elements. The tools were applied to the description of the spatial distribution 
of DNA replication sites in mammalian cell nuclei as an example. 
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INTRODUCTION 

In the field of cellular biology, many two-dimensional 
(2D) quantitative studies are made using conventional 
optical microscopy and computerized image analysis. 
Although these studies generally lead to interesting re- 
sults, it is sometimes impossible to retrieve and describe 
three-dimensional (3D) structures from 2D data. 
Three-dimensional data acquisition has become fea- 
sible with the development of the confocal laser scan- 
ning microscope (CLSM). Until recently, much effort 
has been expended to generate methods for the display 
of 3D data on a 2D screen ( 1, 2). These methods have 
been helpful to understand complex structures and to 
describe biological specimens qualitatively (3). How- 
ever, as is the case with the 2D approach, there is a 
need for a quantitative approach to avoid visual sub- 
jectivity. 

The aim of this paper was to propose a method 
for the quantitative description of the 3D spatial dis- 
tribution of events inside near-convex volumes ac- 
quired by fluorescence CLSM. Methods for 3D quan- 
titative analysis have been developed in the medical 
field and for electron microscopy (4, 5). Therefore, in- 
stead of introducing new tools, we selected and adapted 
existing ones to answer our specific problems. The 
choice of the different computer methods was based 
on the needs and the constraints in cellular biology. 
For this reason, the processing time was one of the 
main considerations for the choice of specific tools. 
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We describe two groups of tools: preprocessing and 
“processing.” Preprocessing is used to restore and en- 
hance the volume data. Processing is used to extract 
the significant objects from the volume, and to compute 
intravolume distances and other features in order to 
quantitate spatial information. We applied them to the 
description of the spatial distribution of DNA repli- 
cation sites in mammalian cell nuclei as an example. 

MATERIALS AND METHODS 

Data acquisition 
A Zeiss CLSM LSMlO fitted with a double pho- 

todetector was used for data acquisition (courtesy of 
Zeiss, France). In order to ensure high resolution, an 
objective with a high numerical aperture was used 
(~63, NA 1.4, Plan-apochromat oil immersion). With 
this setting, the resolution of the optical system of the 
CLSM was about 0.2 pm in the focal plane and about 
0.7 pm in the axial direction. The CLSM makes it pos- 
sible to acquire digitized optical sections from a trans- 
parent fluorescent specimen. The data are a stack of 
2D digitized sections. They may be also described as 
a 3D array of volume elements (voxel), in which the 
value of a voxel is proportional to the fluorescence in- 
tensity in a subvolume of the specimen. The values 
range from 0 to 255 (8 bit words). The sampling step 
for digitation was 0.14 pm in the focal plane and 0.294 
pm along the optical axis. Consequently, the discrete 
volume is composed of noncubic voxels. In the volume 
space, each voxel, V, is indexed by the following discrete 
coordinates: 

i E [O, LL j E LO, J,,,[ and k E [O, L,I. 

In the actual space, the dimensions of the voxels are 
defined by the sampling steps Si, S,, and Sk used during 
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the acquisition process. In our application, typical val- 
ues were 256 for Z,- and J,,,,x and 40 for K,,,,, ; S; and 
Sj were 0.14 pm and Sk was 0.29 pm. 

Computer equipment 
The analysis of this large data set requires the use 

of a fast and efficient computer with a large RAM 
memory. A Silicon Graphics IndigoTM workstation 
(RISC processor, 30 MIPS) fitted with 32 megabytes 
of RAM was used. The programmes were written in 
standard C language and the display interface was based 
on the GL library (Silicon Graphics) and the FORMS 
user interface (Mark Overmars, Department of Com- 
puter Science, Utrecht University, the Netherlands). 

Preprocessing 
Once a discrete volume had been acquired, it was 

necessary to correct for the artefacts generated by the 
acquisition system. Three main image artefacts were 
taken into account: (i) high noise level; (ii) out of focus 
blur; and (iii) noncubic shape of the voxels. All these 
artefacts must be corrected before beginning a quan- 
titative analysis. Different algorithms to remove these 
artefacts are available (6-8). Although some of these 
may reach a very high efficiency, their use in a cell 
biological application is compromized by lengthy 
computing times. 

Noise reduction. The CLSM generates digital sec- 
tions with a poor signal to noise ratio (when no trade 
off between the axial resolution and the signal to noise 
ratio is permitted). The main source of noise is the 
electronics of the CLSM. A 3D median filter was used 
to remove this noise. This filter has the property of 
removing noise spikes while maintaining the main edge 
information in the data set. The median filter is used 
to remove the voxels whose values are inconsistent with 
their surrounding values. A 3 X 3 X 3 box is centred 
over each voxel of the discrete volume. The filter sorts 
the voxels within the box in the source volume and 
replaces the centred voxel value with the median value 
in the destination volume. In our implementation of 
the median filter, the surrounding voxels were those 
that share a face with the current voxel (the 6-connected 
voxels). 

Blur removal. The pin-hole increases the axial res- 
olution of the CLSM by reducing the out-of-focus in- 
formation in the acquired sections. However, a residual 
contamination of the out-of-focus sections still remains. 
The purpose of this step is to remove the out-of-focus 
information. Therefore, it is necessary to evaluate how 
the imperfection of the optical system blurs the sections. 
The theoretical description of the blur is called the point 
spread function (PSF) of the optical system. This func- 

tion can be obtained experimentally by recording the 
blur induced on images of subresolution fluorescent 
beads (9). When the PSF is known, it should be possible 
to remove the out of focus information that contam- 
inates each digitized section. Four main methods have 
been described in the literature: the iterative decon- 
volution (lo), the regularization method (1 l), the 
maximum likelihood (12), and the nearest neighbors 
(13). Although the first three methods provide a very 
good restoration, their lengthy computing times are 
not compatible with a practical use in biological ap- 
plications. The fourth method offers an acceptable 
compromise between speed and restoration efficiency. 
Consequently, an algorithm based on this method was 
used to deblur our discrete volumes. 

The nearest neighbors method is the simplest 
scheme for debluring ( 13). Only the information of the 
single section above and the single section below is 
actually needed, because contamination from adjacent 
sections contributes most strongly in the bluring of the 
central section. Let V be the acquired discrete volume, 
T the actual corresponding volume in the biological 
specimen and h the PSF: 

4 = c @ ho + T,,, @ h, + T,_, ~3 h_, + e, 

where QD denotes a 2D convolution and E the neglected 
contribution of the other planes. The subscripts on V 
and T refer to the section indices. The subscript on h 
refers to the number of interplane spacings away from 
the focus. Assuming that Tj+ I is nearly identical to Vj+ I 
and that h, is nearly identical h_l an approximation 
of Tj can be calculated: 

r, = (K - C(v,+, + 5-I) 69 h,) @ &‘. 

If the in-focus PSF ho is neglected (no lateral resolution 
improvement), the out-of-focus section contamination 
removal can be expressed as: 

The result of this debluring is an improvement of the 
axial resolution. The coefficient of “contamination” C 
was empirically set to 0.33 in our case. 

Interpolation. The data acquisition conditions lead 
to a 3D array of noncubic voxels. This noncubic shape 
is not compatible with the use of morphological op- 
erators based on distance transforms (i.e., shrinking, 
expanding, opening and closing) required in further 
stages of the processing step. Because these operations 
require an isotropic propagation medium to work 
properly, the geometry of the voxels must be trans- 
formed. Therefore, interleveled sections were inter- 
polated from the original discrete volume. The inter- 
polated sections can be derived from the adjacent 
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Fig. 1. Discrete volume segmentation. The discrete volume is segmented interactively using a graphic interface. 
The segmentation result can be displayed for the entire volume on orthogonal cross sections (xy, yz, xz). The 
choice of each section is made by moving the cross in the xy window. The threshold value is chosen by the use of 

a scroll bar in the dialogue box. 

sections by B-spline interpolation or b&linear inter- 
polation ( 14). Although the property of double deri- 
vation of B-spline curves leads to a smoother result 
than b&linear interpolation, the drawback of B-spline 
curves is the time to compute the spline coefficients. 
Therefore, the b&linear approach was chosen. 

Let V be the discrete volume, ci the ratio between 
the axial size Sk and the lateral size Si or Sj of a voxel. 
K,,,,, is the number of the original sections, K’,, the 
number of interpolated sections and V,, is the inter- 
polated discrete volume. En&Y) returns the integer part 
OfX. 

K&,X = K,,,, ci; k = 0; 
FOR k’ = 0 TO K&,, DO 

k = Ent(k’/ci); d = (k’/ci) - Ent(k’/ci); 
FOR j = 0 to J,,,,, do 

FOR i = 0 to I,,, do 
V,,,Ji, j, k’) = d V( E, j, k) + ( 1 - d) V(i, j, 
k+ 1); 

END FOR 
END FOR 

END FOR 

Processing 
After the preprocessing step, we assume that the 

main artifacts have been removed from the discrete 
volume. Although the processing step is dedicated to 
a specific application, there are general points in the 
way to proceed. As in the 2D domain, the objects need 

to be first extracted from the scene before parametri- 
zation. This extraction is divided in two main steps: 
the object segmentation and the labeling of the objects. 

Object segmentation. The segmentation step con- 
sists in determining which of the discrete volume voxels 
belong to objects of interest or to the background. In 
order to obtain this segmentation we used a simple 
intensity threshold on the voxel values. This threshold 
was interactively chosen by the user using the display 
of orthogonal cross sections (xy, yz, and xz) of the dis- 
crete volume (Fig. 1). Thus, it was possible to visually 
assess the effect of the thresholding on the entire discrete 
volume. 

Labeling. Once the object and background voxels 
were known, it was necessary to identify separate ob- 
jects in the discrete volume. Therefore, the labeling 
process assigns the same label value to each connected 
voxel of an object. After this step, each separate object 
in the discrete volume can be recognized by its label 
value. 

Our labeling algorithm is based on the extension 
of a simple 2D seed fill algorithm ( 15) to 3D space. In 
principle, the discrete volume is scanned linearly until 
a voxel belonging to the object class (“1” value) is en- 
countered. From this voxel, the 3D seed fill algorithm 
is used to find and assign the current label value to all 
the connected object voxels. During this step, the pro- 
gramme requires a “Last In First Out” storage stack 
to store (PUSH) the coordinates of selected voxels and 
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to retrieve (POP) these coordinates. Then, the label 
value is incremented, and the scanning step resumes 
starting from the previous seed until a nonlabeled ob- 
ject voxel is found, or the end of the discrete volume 
is reached. While an object is being labeled the algo- 
rithm also computes its size. Thus, size filtering may 
be done: The user sets a size range in which objects are 
kept and labeled (objects outside this size range are 
eliminated). The labeling algorithm also excludes the 
cut objects (objects that share voxel(s) with the borders 
of the discrete volume). The labeling algorithm is de- 
scribed as follow: 

FUNCTION FillObject(Object Voxel Index i, j, k; 
Value Label) 

INITIALIZE the stack; 
Set CounterSize to 0; 
Set V(i, j, k) to Label; 
PUSH the Object Voxel Index (i,j, k) onto the stack; 
WHILE (the stack is not empty) DO 

POP Object Voxel Index (Z, m, n) from the stack; 
Increment CounterSize; 
FOR (each of the 6-connected voxels (Vneig) ad- 
jacent to l’(l, m, n)) DO 

IF NOT (Vneig equals background voxel OR 
Vneig equals Label) THEN 

PUSH Vneig Object Voxel Index onto the 
stack; 
Set Vneig to Label; 

ENDIF 
ENDFOR 
IF (the Stack is “full - 6voxels ObjectVoxel- 
Index”) THEN 

FOR (each voxel Vin the stack) DO 
IF (the 6-connected voxels adjacent to the l’ 
equal Label) THEN 

Remove the voxel l’ from the stack; 
Increment CounterSize; 

ENDIF 
ENDFOR 

ENDIF 
ENDWHILE 
Return CounterSize; 

ENDFUNCTION. 
FUNCTION LABELING 

Initialize BackGroundValue; 
IF (remove cut object) THEN 

FOR (all the voxel V of the border sides of the 
discrete volume) DO 

IF (V equals object voxel) THEN 
FillObject( V coorsdinates, BackGround- 
Value); 

ENDIF 
ENDFOR 

ENDIF 
set SizeThresholdDown to user’s value; 
set SizeThresholdUp to user’s value; 
set FillValue to FirstLabel; 
FOR (all the voxel Y of the discrete volume) DO 

IF (V equals object voxel) THEN 
Set size to FillObject( Vcoorsdinates, FiIlValue); 
IF (size < SizeThresholdUp OR size > Size- 
ThresholdDown) THEN 

FillObject( v coorsdinates, BackGround- 
Value); 

ELSE 
Increment FillValue; 

ENDIF 
ENDIF 

ENDFOR 
ENDFUNCTION 

Once the objects are labeled in the discrete volume, 
the individual objects can be extracted from the discrete 
volume by thresholding the label values. 

Distance encoding and morphological operations. 
In many applications of digital image analysis it is es- 
sential to measure the distance between elements (ex- 
amples are texture description (16) and object shape 
description (17)). A distance transform converts a bi- 
nary picture containing background and object ele- 
ments to a distance map, where each element has a 
value that approximates the nearest distance to the ele- 
ment defined as the origin (reference set). For example, 
the border elements between background and object 
may be selected as the reference set. Thus, when the 
distance transform is completed, the border object 
voxels will have the smallest distance value (i.e., 1) and 
the centred voxels the greatest one. The voxels that are 
equidistant from the background (voxels with the same 
distance value) define a level surface inside the object. 
Each level surface may be compared to an “onion skin” 
that surrounds the level surfaces of greater distance 
value. Different kinds of distance transforms have been 
described and compared in the literature (18). The 
chamfer method was used in our application because 
this method leads to a good approximation of the dis- 
tance in a short computing time (19). 

For the sake of clarity, the chamfer algorithm will 
be first described in 2D space and then extended to the 
third dimension. Let Im be a 2D digitized image of N 
lines and M columns. The distance map is built in two 
steps (Fig. 2): the “forward pass” scans pixels from left 
to right and top to bottom; and the “backward pass” 
scans pixels from right to left and bottom to top. During 
each path, pixels with values different from the back- 
ground value are searched. Each time one such pixel 
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Forward pass Backward pass 
Fig. 2. The two passes of the chamfer algorithm in two-dimensions (2D). The forward pass goes pixelwise from 
left to right (0 to M) and linewise from top to bottom (0 to N); the backward pass follows the reverse path. The 

greyed pixels are already scanned pixels and the white ones are pixels that have not yet been scanned. 

is found, pixel values of the already scanned neighbors 
(object and background pixels) are used to determine 
the value of the current pixel. Because neighbors may 
be lateral or diagonal, their physical distances from the 
current pixel are different, and this must enter in the 
calculation of the current pixel value. The chamfer 
method takes this difference into account by using ad- 
ditive masks (Fig. 3). The integer distances inside these 
masks approximate the physical distances multiplied 
by a scale factor: scale factor = 3; lateral length = 1 
(dl = 3); diagonal length = \12 r=: 4/3 (d2 = 4). Values 
of already scanned pixels (distance values) are weighted 
by their corresponding mask values (physical distance 
of the scanned pixel to the current pixel) to determine 
the shortest distance from the background to the cur- 
rent pixel (Fig. 4). In the case of the backward path, 
this shortest distance value is compared to the current 
pixel value and the minimum value is kept. Because 
the distance dl and d2 are approximated by 3 and 4, 

respectively, the distance map contains distance values 
scaled by a factor of 3. The actual distance of each 
pixel is obtained by dividing the distance value inside 
the map by 3. 

The extension to the third dimension is straight- 
forward: The forward path proceeds voxel by voxel 
from the right to the left, line by line from top to bot- 
tom, section by section from the first to the last. The 
size of the neighborhood is increased by the nine 
neighbors of the section above and the nine neighbors 
of the section below. Another distance is introduced 
leading to three different kinds of neighbors: those who 
share a corner at distance d3 = \/3 Y 9/5; those who 
share a line at distance d2 = t2 = 715; and those who 
share a facet at distance dl = 1 = 5/5. Two masks are 
used for the different paths integrating the 3D neigh- 
borhood (Fig. 5). Because the scale factor is 5, the dis- 
tance map is now divided by 5. The pseudocode of the 
distance transform is described as follow: 

dl X 

t-t-t-i 

Forward mask 

I IXldl 
I I I 

I 
( d2 1 dl 1 d2 
I I I 

Backward mask 
Fig. 3. Distance masks of the chamfer algorithm in two dimensions (2D). The masks include different distances 
dl and dz. These are integer approximations: v2 can be approximated by the ratio 413, then d2 = 4 and dl = 3. 
X represents the position of the current pixel and the empty spaces refer to the not yet scanned pixels (ignored). 
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(a) 

---_ 

6+d2 4+dl 3+d2 

1; \. r7 = ./ = 7 

Fig. 4. Building of the distance map (2D). (a) Binary image; “0” values; background pixels; “1” values object 
pixels. (b) Processing of a point (X) during the forward path using the distance mask. (c) Result of the forward 
path and calculation of the first distance value by the backward path. (d) Distance map at the end of the backward 

path processing. 

Let V be a discrete binary volume made of Z sec- 
tions of L lines and A4 columns. 

FUNCTION FindMinForward(m, 1, z) 
Value = min( P’(m - 1, I - 1, k - 1) + d3, V(m, I 
- 1, k - 1) + d2, . . . , V(m - 1, 1, k) + dl); 
return Value; 

Forward mask 

END FUNCTION 
FUNCTION FindMinBackward(m, 1, z) 

Value = min(I/(m + 1, 1 + 1, k + 1) + d3, V(m, I 
+ 1, k + 1) + d2, . . . , V(m + 1, Z, k) + dl); 
Value = min (Value, V(m, Z, z)); 
return Value; 

END F-UNCTION 

Backward mask 
Fig. 5. Three-dimensional (3D) distance masks. dl, d2, and d3 are respectively set to 5, 7, and 9 (scale factor = 
5). X represents the position of the current pixel and the empty spaces refer to the not yet scanned pixels 

(ignored). 
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FUNCTION DistanceMap() 
FORz=2TOZ-1DO 

FORf=2TOL-1DO 
FORm=2TOM--lDO 

IF (v(m, 1, z) > 0) THEN 
v(m, 1, z) = FindMinForward(m, 1, z); 

ENDIF 
ENDFOR 

ENDFOR 
ENDFOR 
FORz=Z-1TOlDO 

FOR/=L-1TOlDO 
FORm=M-lTOlD0 

IF (u(m, 1, z) > 0) THEN 
u(m, 1, z) = FindMinBackward(m, 1, z); 

ENDIF 
ENDFOR 

ENDFOR 
ENDFOR 
FOR (all the voxel u of the discrete volume) DO 

IF (V > 0) THEN 
v = v/5; 

ENDIF 
ENDFOR 

ENDFUNCTION 

Morphological operations may be implemented di- 
rectly from the chamfer algorithm. These morpholog- 
ical operators are used to smooth object shape, or to 
separate connected object. 

a) Shrinking. To shrink an object, first the dis- 
tance map of the discrete volume is built. Then the 
size of the shrink operator is set by a threshold value 
applied on the distance map. The shrunken object is 
made of voxels having values greater than the threshold 
value. 

b) Expanding. The expanding of an object is ob- 
tained by shrinking the background. A boolean NOT 
operator is used to transform the discrete volume. The 
shrunken volume of the new object (former back- 
ground) is calculated as described above. Again, a NOT 
operator is applied to retrieve the actual expanded ob- 
ject. 

c) Closing and opening. As in two dimensions, 
the opening operation results from a shrinking oper- 
ation followed by an expanding operation. The closing 
operation results from an expanding operation followed 
by a shrinking operation. 

Biological application 
The distribution of DNA replication foci was de- 

termined quantitatively during the S phase of the nor- 
mal fibroblastic human cell line MRC-5 ( 16). Conven- 
tional microscopic fluorescence images using 2D 

mathematical tools (20) were used. Because of the 2D 
projection, some of the replication patterns were in- 
sufficiently characterized in particular patterns of the 
end of the S phase showing both perinuclear and nu- 
cleoplasmic replication. This study was now extended 
to 3D. Therefore, we verified the ability of the 3D tools 
to retrieve the distribution of the replication foci in 3D 
nuclear volumes obtained using confocal laser scanning 
microscopy. Total DNA and DNA replication foci were 
stained as described previously (16). Briefly, total DNA 
was stained using propidium iodide (PI) and DNA rep- 
lication foci were revealed after BrdUrd incorporation 
and indirect immunofluorescence (FITC-conjugated 
antibody). Fluorescent dyes were simultaneously ex- 
cited at 488 nm with an Argon laser. The emission 
filter for FITC was a 5 15-545 nm bandpass; for PI, a 
dichroic filter of 580 nm was used combined with a 
590 nm longpass filter. Each acquisition leads to a data 
set of two discrete volumes: the fluorescence intensity 
of PI is sampled into the “DNA discrete volume” 
(Ddv), and the fluorescence intensity of FITC is sam- 
pled into the “BrdUrd discrete volume” (Bdv). The 
following examples illustrate the accuracy of the above 
quantitative method. 

The preprocessing tools described above were used 
to enhance data in the two discrete volumes Bdv and 
Ddv (Fig. 6). Then, the nuclear volume was extracted 
from the Ddv using the segmentation and labeling 
functions. The nuclear volume was smoothed using a 
closing operation. A distance map of the nuclear vol- 
ume was obtained by the chamfer method. Thus, each 
voxel of the Ddv belonging to the segmented nuclear 
volume was defined by its distance from the nuclear 
border. The fluorescent spots inside the Bdv were ex- 
tracted by a segmentation step. In this way, each voxel 
of the Bdv also belonging to the nuclear volume was 
defined in terms of object voxel (replication site voxel) 
and background voxel (BrdUrd unstained nuclear site 
voxel). For each level surface of the distance map (Ddv), 
the number of object voxels (Bdv) was counted and 
normalized by the total number of voxels in the level 
surface. This information was expressed as a histogram 
of the normalised number of object voxels (replication 
site voxels) according to the distance from the nuclear 
border. In addition, the size of each object (replication 
foci) was calculated from the Bdv by a labeling process. 

RESULTS 

Reconstructed stereo views of the Bdv show that 
the spatial distribution of the replication foci varies 
between different nuclei (Fig. 7). In the nucleus of the 
first part of the S phase, the replication foci are ho- 
mogeneously distributed inside the nuclear volume, 
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Acquisition of the BrdUrd 
sections and DNA sections 

DNA discrete volume BrdUrd discrete volume 

Interpolation of cubic voxels: Interpolation of cubic voxels: 
Bi-linear interpolation Bi-linear interpolation 

Segmentation of the nucleus: 
Gray level thresholding I Segmentation of replication sites: 

Gray level thresholding 

Labeling and object extraction 

L 
Closing and 

Distance map representation: 
Chamfer distance 

distance from the edge object size 

Fig. 6. Processing steps of the biological examples, This figure must be read by following the grayed lines. 

and it is obvious that in the late S phase nucleus the 
replication distribution is rather perinuclear and peri- 
nucleolar. It may be also noted that the size of the 
replication foci varies, some being larger in the late S 
phase nucleus. 

The programme of 3D quantitative analysis de- 
scribed above was applied to two examples. The 
quantitative topographical distribution is based on 
distance level encoding. The result of the level surface 
computation is shown in Fig. 8. In this process, each 
voxel in the nuclear volume is characterized by its 
distance to the nuclear border. The spatial distri- 
bution of the replication sites in the nuclear volume 
may now be represented by a frequency histogram 
of the distances from the nuclear border. Each fre- 
quency is weighted by the total number of voxels of 
the corresponding level surface (Fig. 9). The histo- 
gram of the late S phase nucleus retrieves the spatial 
distribution of the replication previously observed 

in the stereo view (Fig. 7). Indeed, the segmented 
replication foci are mainly distributed in the periph- 
eral level surface and in the centered level surfaces. 
In the second case (nucleus of the first part of S 
phase), the frequency of the segmented replication 
foci gradually increases from the peripheral level 
surface to the centred level surfaces. This result differs 
from the spatial homogeneity visually observed in 
the stereo view. This difference can be explained by 
the ray tracer method used to obtain the stereo views: 
The intensity of each pixel in the stereo view is the 
result of voxel intensity integration (transparency 
rendering) along each ray through the discrete vol- 
ume. If no discontinuity is encountered in the gray 
level distribution, the integrated result of a gradient 
will look homogeneous. This shows that although 
3D reconstructions are very helpful to understand a 
3D structure, a quantitative analysis must also be 
performed to avoid visual bias. 
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Fig. 7. Stereo views of BrdUrd stained nuclei. The stereo views are obtained using conventional ray tracer and 
transparency model. The top nucleus belongs to the first part of S phase (the fluorescent foci seem to he homo- 
geneously distributed in the nucleus). The bottom nucleus is a late S phase one (the fluorescent foci distribution 

is rather perinuclear and perinucleolar). 

Intranuclear labeling of the replication foci was both nuclei that many small foci are present. The 
used to estimate their size (number of voxels) and largest replication foci are found in the late S phase 
number. Figure 10 shows the frequency histograms nucleus. As an extension of the method, it would be 
of the replication focus sizes. It can be observed in of interest to combine the size and the localization 

Fig. 8. Level surfaces. The result of the level surfaces is shown on xy, xz, and yz orthogonal cross sections. Each 
grey level represents a level surface, The user may verify the coherence of these surfaces through the entire discrete 

volume using the dialogue box options. 
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0 0.2 0.4 0.6 0.8 1 
distance from the border 

B 

0.2 0.4 0.6 0.8 1 
distance from the border 

Fig. 9. Distribution of the BrdUrd-stained sites. Number of 
object voxels (BrdUrd-stained) per level surface. The number 
of level surfaces is normalized. Thus, the shortest distance 
from the border of the nucleus is 0 and the greatest one is 1. 
The number of object voxels was normalized by the size of 
the level surface. (A) Nucleus at the first part of the S phase; 
gradual increase of the number of replication sites from the 
periphery to the center. (B) Late S phase nucleus; replication 
sites are mainly distributed at the periphery and at the center. 

information in order to study the relationship between 
the size and location of the replication foci, and 
whether different foci are associated with a particular 
structure in the nucleus (i.e., chromatin condensation 
states, nucleoli, etc.). 

The computing times of the different parts of the 
analysis are summarized in Table 1. The total analysis 
time of about 10 min is short enough to allow a sta- 
tistical analysis of a set of cell nuclei. In addition, the 
labeling algorithm takes 45 s for 256 X 256 X 72 voxels. 
Although it is difficult to compare computing times 
for such algorithms because they are directly dependent 
on the content of the volume data sets (size and shape 
of the objects), this time is shorter than the time spent 
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by algorithms using a reorganization of a label table 
and a systematic scanning of the volume (2 1): 2.3 min 
for 512 X 512 X 8 voxels. 

In conclusion, the different tools were proved to 
be efficient in the quantitative description of intravol- 
umic events in the biological examples. It is thus pos- 
sible to use these tools for the 3D quantitative descrip- 
tion of the DNA replication throughout the S phase. 
The various tools we present in this paper, can be con- 
sidered as the basic tools of a 3D biological image an- 
alyzer: The preprocessing tools can be used for general 
purpose 3D image enhancement, and the processing 
tools offer features that can be used to segment and 
analyze the morphology and the topography of 3D 
biological structures. All these tools are therefore ap- 
plicable to many other biological applications, such as 
studying the intranuclear localizations of genes or to 
study the distribution of cells in a tissue. 
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Fig. 10. Size of replication foci. The histograms show the 
distribution of the segmented foci as a function of their size. 
(A) nucleus of the first part of the S phase. (B) late S phase 

nucleus. 
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Table 1. Processing time of the presented tools 

Name of the 
process Size of data (in voxels) Computing time Comments 

Median filter 
Debluring 
Interpolation 
Segmentation 
Labeling 
Distance map 

256 x 256 x 39 
256 x 256 x 39 
256 X 256 x 39 to 256 X 256 x 72 
256 X 256 x 72 
256 X 256 X 12 
256 X 256 X 72 

Biological example 2 volumes of 256 X 256 X 40 at the beginning 
processing of the process 

SUMMARY 

The introduction of the CLSM makes it possible 
to acquire fluorescent specimens in 3D. We propose a 
method for the quantitative description of the 3D spa- 
tial distribution of events inside near-convex volumes. 
Considering the needs and the constraints in cellular 
biology, the computing time was one of our main con- 
siderations for the choice of specific tools. Two groups 
of tools were therefore selected and adapted: prepro- 
cessing and processing. All the tools are described in 
detail and algorithms are provided. 

Preprocessing tools were used to restore and en- 
hance the volume data, because the acquisition system 
generates artifacts that have to be corrected before any 
quantitative analysis. The high noise level was lowered 
using a 3D median filter; the out-of-focus blur was at- 
tenuated using the nearest neighbors method; and the 
cubic voxels were interpolated by the bi-linear ap- 
proach. 

Processing tools were then used to extract the sig- 
nificant objects from the volume and to compute in- 
travolume distances or other features in order to quan- 
tify spatial information. The extraction of objects 
consists of an object segmentation step followed by an 
object labeling step. Segmentation was done by an in- 
tensity threshold on the voxel values, and our labeling 
algorithm was based on the extension of a simple 2D 
seed fill algorithm to 3D space. Size filtering and ex- 
clusion of cut objects were included in the labeling 
process. Intravolume distances were coded by level 
surfaces. The chamfer method was used for distance 
transforms. The size of neighborhood was 26 voxels, 
and the algorithm took into account the physical dis- 
tances between neighbors who share a corner, those 
who share a line, and those who share a facet. Mor- 
phological operations (shrinking, expanding, closing, 
and opening) may be implemented directly from the 
chamfer algorithm. These morphological operators 
were used to smooth object shape, or to separate con- 
nected object. 

25 s 
38 s 
16 s 
3s 

15-45 s 
20-75 s 

=I0 min 

Depending on the number and on the size of 
the object in the volume 

Depending on the size of the object in the 
volume 

Depending on the user interactions and on 
the size of the discrete volume 

These tools were applied to the description of the 
spatial distribution of DNA replication sites in mam- 
malian cell nuclei as an example. The distribution was 
expressed in terms of normalized number of replication 
site voxels according to the distance from the nuclear 
border. In addition, the size of replication foci was cal- 
culated after a second step of labeling. The total analysis 
time of about 10 min is short enough to allow a sta- 
tistical analysis of a set of nuclear cells and the various 
tools we present in this paper can be considered as the 
basic tools of a 3D biological image analyzer. 
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