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Summary

Fast and automatic finite element (FE) mesh generation remains an important

issue for patient specific biomechanical modeling in clinical applications such

as computer assisted planning and computer aided surgery. While some tech-

niques make automatic mesh generation possible, in most existing procedures,

patient image segmentation is required, which is tedious and time consuming.

We present a novel patient-specific FE mesh morphing scheme which automat-

ically generates patient-specific FE mesh from patient medical images with-

out resorting to image segmentation. The proposed method is an extension of

existing surface or landmark registration based FE mesh morphing methods.

Within our scheme, a robust anisotropic filtering strategy with automatic pa-

rameter value selection is also proposed to effectively de-noise and enhance the

magnetic resonance (MR) image.

MR images are often corrupted by severe Rician noise, which should be re-

moved before they can be used in our image registration based FE mesh genera-

tion scheme. In this thesis, we present a general strategy for AD filtering of MR

images using an automatic parameter selection method. The basic idea is to es-

timate the parameters through an optimization step on a synthetic image model,

which is different from traditional analytical methods. This approach can be

xiii



SUMMARY

easily applied to more sophisticated diffusion models for better de-noising re-

sults. We conducted a systematic study of parameter selection for the AD filter,

including the dynamic parameter decreasing rate, the parameter selection range

for different noise levels, and the influence of the image contrast on parameter

selection. The proposed approach was validated using both simulated and real

MR images. The model image generated using our approach was shown to be

highly suitable for the purpose of parameter optimization. The results confirm

that our method outperforms most state-of-the-art MR image de-noising meth-

ods in both quantitative measurement and visual evaluation. By testing on real

images with different noise levels, we demonstrated that our method is suffi-

ciently general to be applied to a variety of MR images.

To extend current surface or landmark registration based FE mesh morphing

methods, we propose to automatically generate patient-specific FE meshes by

deforming an atlas FE mesh using a 3D transformation derived from patient-to-

atlas image registration. This brings patient-specific FE mesh generation one

step closer to full automation by skipping the tedious and often difficult image

segmentation step. The approach utilizes intensity information in the images

to achieve a more accurate anatomical representation and, furthermore, it can

be easily adapted to multi-modal imagery. To reduce the distortion caused by

the mesh deformation, an effective smoothness term is also proposed in our

scheme. By testing the proposed method on 3 different clinical cases with to-

taling 36 patients datasets involving synthetic image, mono-modal image and

multi-modal image registration, we demonstrated that our method is sufficiently

general to be used in differently clinical situations. Our method successfully

generated patient-specific FE meshes for all cases within minutes, and achieved

xiv
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sub-millimetre representation accuracy with less than 2% degradation in mesh

element quality. Results show that our method outperforms state-of-the-art

surface-based mesh morphing methods in both mesh representation accuracy

and quality.
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Chapter 1

Introduction

The thesis describes an approach for the automatic generation of patient-specific

FE mesh from 3D medical images of different modalities, which includes image

and atlas mesh pre-processing as well as mono-modal and multi-modal image

registration based mesh morphing. Section 1.1 briefly introduces the motiva-

tion for the automatic generation of patient-specific FE mesh. The scope and

contributions of the thesis are highlighted in Section 1.2. Section 1.3 gives an

overview of the organization of this thesis.

1.1 Motivation

FE models are physical models that are widely used to represent the geomet-

rical and mechanical behaviors of human organs. They were first introduced

to the medical imaging field mainly for the purpose of research and education.

FE models can be used to better understand and validate a given surgical treat-

ment, to model physiological behaviors and to provide virtual simulators for

1



INTRODUCTION

clinicians. In these frameworks, models are limited to a single generic model

for each study (the terminology “atlas” is often used). More recently, applica-

tions in the domain of computer assisted planning and computer aided surgery

have boosted the need for patient-specific FE models representing the geome-

try of modeled organs reconstructed from patient medical image data, such as

computed tomography (CT) or magnetic resonance imaging (MRI).

In computer assisted planning, FE models are used to predict the outcome

of certain surgery routines. For instance, in total knee arthroplasty, prosthesis

placement can be optimized to avoid periprosthetic femoral fracture using FE

analysis of the stresses within the tissues (Zalzal et al., 2008). In Chabanas

et al. (2003); Luboz et al. (2005), the FE analysis is used to predict the soft

tissue deformations resulting from bone repositioning in maxillofacial surgery.

Aesthetic and functional consequences of bone positioning can be evaluated

pre-operationally with the aid of the FE model.

In computer guided surgery, FE models are often used to compensate for the

intra-operative deformation of the soft tissue, e.g., the brain or liver, or to acquire

real time feedback of the stress in the implant. In Lengsfeld et al. (2005), FE

analysis is used to optimize femoral stem placement so as to minimize internal

stresses and maximize the implant lifetime. In brain and liver surgery (Cash &

Miga, 2005; Castellano-Smith et al., 2001), FE models are used to deform the

pre-operative tomography to obtain an intra-operative tomography which can

provide the accurate location of tumor after the tissue deformation introduced

by surgical intervention.

In these clinical applications, a generic FE model cannot model the morpho-

logical diversity across patients, and thus cannot provide accurate FE analyses

2



1.1 Motivation

for each patient. Therefore, patient-specific FE models adapted to each patients

organ geometry are required. The organ geometry is often obtained from patient

3D medical images, such as CT or MRI.

Technically the generation of patient-specific FE mesh from patient medical

images can be divided into two stages: (1) patient organ geometry segmentation

and (2) volume mesh generation. First, organs should be delineated from the

medical images by means of manual, semi-automatic or automatic segmenta-

tion techniques that extract the shape information (3D points, contours and/or

surfaces) necessary for the generation of the FE mesh representing the volume

of the organ. Then a volume mesh is generated based on this geometry. For

both segmentation and FE mesh generation phases, manual intervention is often

required, which can make this procedure time consuming and tedious. If the me-

chanical features of sub-structures need to be incorporated into the model, the

process could be even more complicated. The sub-structures and sub-regions

should also be manually identified or segmented, and the mesh be manually re-

fined to accurately model the mechanical behavior of these sub-structures. This

hinders the application of FE analysis in real clinical situations where the pre-

or intraoperative time window or clinician availability to perform these delicate

tasks is limited.

Although some methods have been proposed for automatically generating

patient-specific mesh from the segmented patient organ surface, i.e., the sec-

ond step as described above, there are very few methods that are sufficiently

general to automatically segment different patient organs from different image

modalities. Correspondingly, research aimed at complete routine of automatic

generation of patient-specific FE mesh from patient medical image is not well

3



INTRODUCTION

established.

1.2 Scope and Contributions

The aim of the thesis is to propose a methodology to realize image segmenta-

tion and patient FE mesh generation in a single step rather than sequentially. In

addition, we hope the complete single step routine will considerably simplify

the way each step has been independently considered up to now. The goal is

to achieve highly accurate and high quality patient-specific mesh generation di-

rectly from 3D medical images for different organs, which require minimal user

intervention.

Based on the generalist and automatic requirements, patient-specific FE mesh

generation methods can be categorized into three levels:

1. Methods generating patient-specific FE mesh based on segmented patient’s

geometrical features (landmarks, 3D surface or 3D binary images). Most

existing methods fall into this level (see details in Section 2.2).

2. Methods generating patient-specific FE mesh from 3D medical images with-

out segmentation, where the imaging modality is restricted, i.e., for a certain

FE model, a specific patient image modality is needed. This method im-

proves the level 1 methods by eliminating the tedious and time consuming

image segmentation step.

3. Methods generation patient-specific FE mesh from 3D medical images with-

out segmentation, where different imaging modalities can be used. This type

of method is more flexible than level 2 methods, as it allows clinicians to

4



1.2 Scope and Contributions

choose the appropriate image modality according to each patient’s situation.

An important merit of this method comes from substituting the need for pa-

tient CT image with patient MR image, thus, avoiding ionizing radiation

(associated with CT imaging) for the subject.

In the above categories, the methods in each level are more advanced and de-

manding than the previous one. Most existing automatic FE mesh generation

methods belong to level 1. The framework in this thesis is designed to fulfill the

requirements for all these three levels, while the main focus is on level 2 and

level 3.

To achieve the requirements in level 2, i.e., automatic generation of patient-

specific FE mesh from patient images without segmentation, a novel image reg-

istration based mesh morphing scheme is proposed. The method can be seen

as an extension of the state-of-the-art surface registration based mesh morphing

method (Bucki et al., 2010). We assume that a handmade generic/atlas FE mesh

of the organ has already been designed by a biomechanician (see details in Sec-

tion 2.2.4). Our method automatically generates the patient-specific FE mesh

by deforming the atlas mesh using a 3D transformation derived from patient to

atlas image registration. This method achieves patient organ segmentation and

mesh generation simultaneously, as the geometry of the patient organ will be

automatically delineated by the final external surface of the generated patient

FE mesh. A C1-diffeomorphic non-rigid transformation is used in our scheme

to maintain a high level of smoothness inside the FE mesh so that the mesh

elements after registration will not be distorted by the matching procedure. A

new smoothness constraint is also proposed to avoid excessive distortion caused

by the deformation. Our method is implemented with an efficient optimization

5
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scheme that does not depend on the similarity metric, and thus can be easily

extended to multi-modal image registration.

For the above scheme to work properly, an underlying assumption is that

the atlas mesh should be well aligned with the atlas image. A point to surface

registration method is proposed to align the atlas mesh with the atlas image and

to reduce the surface representation error of the atlas mesh. To preserve mesh

regularity, a multi-level diffeomorphic free form deformation is used.

To achieve the requirements in level 3, i.e., allowing different patient image

modalities to be used, the patient’s medical images need to be pre-processed

to remove noise. Compared with CT images, MR images are of lower resolu-

tion and significantly noisier (see details in Section 2.3.2). Thus, we propose a

robust AD filtering framework for MR image denoising with an optimization-

based parameter selection strategy. The optimal parameter values for the fil-

ter are automatically selected on a synthetic image model with pseudo ground

truth extracted from the real medical images. Results show that the proposed

method outperforms state-of-the-art MR denoising methods in both noise re-

duction and image detail preserving. Combining this pre-processing method

with the mesh generation scheme described above, our method can successfully

generate patient-specific FE mesh through multi-modal image registration.

To validate the general applicability and robustness of the proposed scheme,

we apply the proposed mesh generation scheme to three different clinical cases,

each corresponding to a category of the problems described above. A total of

36 patient datasets involving two different organs are included in our experi-

ments, this is, to our knowledge, the first time that an image based mesh morph-

ing scheme has been applied to a diverse clinical database including synthetic,

6



1.2 Scope and Contributions

mono-modal and multi-modal image cases at the same time. A quantitative

study on the effectiveness of the proposed smoothness constraint is also pre-

sented, which provides useful insight for the parameter value selection in future

clinical applications.

To summarize, this thesis makes the following contributions toward auto-

matic patient-specific FE mesh generation:

1. An effective AD filtering framework with automatic parameter selection scheme

for MR images denoising and enhancing before they can be used in the mesh

generation.

2. An automatic atlas FE mesh calibration and refinement scheme to reduce

the matching error between the external surface of atlas mesh and the organ

surface in the atlas medical image.

3. A comprehensive patient-specific FE mesh generation method based on vol-

ume image registration. This innovative approach incorporates traditional

image segmentation and mesh generation procedures into a single step, thus,

avoiding the tedious and time consuming image segmentation step. An ef-

fective smoothness constraint is also proposed to preserve the quality of the

generated mesh.

4. Three routines are proposed to solve three different real clinical cases, i.e.,

cases with synthetic, mono-modal and multi-modal images, which together

constitute a complete solution for using our method to generate patient-

specific FE mesh in different clinical scenarios.
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1.3 Thesis Organization

Chapter 2 present the background knowledge about the finite element model,

the medical image modalities involved in this dissertation as well as a brief

review of the image registration techniques. Related works on automatic patient-

specific FE mesh generation are also reviewed. Chapter 3 describes how we

handle the noise in MR images before they can be used in our mesh generation

procedure. Chapter 4 presents a patient-specific FE mesh generation scheme

based on image registration. Chapter 5 presents the point to surface registration

scheme used to calibrate and refine the atlas mesh. The approaches for applying

our scheme to three different clinical cases are presented in Chapter 6, each case

corresponding to a category of problems that we wish to solve as described in

Section 1.2. Chapter 7 concludes this thesis.
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Chapter 2

Background

This chapter provides the background for automatic patient-specific FE mesh

generation. Section 2.1 introduces some basic knowledge about the principles

of finite element (FE) models and their clinical applications, as well as the cri-

teria used to evaluate the patient-specific FE mesh. Section 2.2 reviews existing

patient-specific FE mesh generation method by classifying them into three cat-

egories, namely, the standard manual generation method, the automatic mesh

generation method and the mesh registration method. The advantages and lim-

itations of each category of methods will be discussed. As we wish to develop

an image based FE mesh morphing method, existing image based model defor-

mation methods are also reviewed. Since the proposed scheme is image reg-

istration based, basic knowledge about the medical image modalities that are

often used to generate patient FE meshes are introduced in Section 2.3. Finally,

a brief review of popular medical image registration techniques is presented in

Section 2.4.
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2.1 Finite Element Model

Before discussing FE mesh generation methods, we first introduce some basic

knowledge about the FE model. The basic theory of the FE model is presented

in Section 2.1.1. The application of FE models in clinical applications is briefly

introduced in Section 2.1.2. Section 2.1.3 presents the factors that affect nu-

merical and mechanical properties of the FE mesh that should be considered for

designing the FE mesh generation scheme.

2.1.1 Principles of FE Model

To model the mechanical behavior of an actual physical system, it is idealized or

simplified into a mechanical model. The mechanical model is an abstraction of

the physical reality with irrelevant physical details “filtered out”. This mechan-

ical model is then solved using numerical simulations. To make the numerical

simulation practical, it is necessary to reduce the degrees of freedom to a finite

number. This process is called discretization. The finite element models (FEM)

is a dominant discretization technique used for such a purpose.

The basic concept in the physical FEM is the subdivision of the mathemati-

cal model into disjoint (non-overlapping) components of simple geometry called

finite elements or elements for short. The response of each element is expressed

in terms of a finite number of degrees of freedom characterized by the value

of an unknown function, or functions, at a set of nodal points or nodes. The

response of the mathematical model is then considered to be approximated by

that of the discrete model obtained by connecting or assembling the collection

of all elements. An example of a human face FE mesh is shown in Fig. 2.1.
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Figure 2.1: Example of human face FE mesh.

By defining appropriate material information and boundary conditions for this

mesh, it can be used to simulate the mechanical behavior (deformation, stress,

displacement, etc.) of the human face.

The element in the FE mesh may have different geometries, which is often

referred to as “element types”. In the 3D FE model, the most common shapes

are the tetrahedron, pentahedron (also called wedge or prism), and hexahedron

(also called cuboid or “brick”), as shown in Fig. 2.1. All these elements are

linear elements, i.e., the spacing between the element nodes is linearly inter-

polated. Higher order elements can also be used such as the cubic Hermite

meshes (Zienkiewicz & Taylor, 2000), which has become a popular choice for

simulation of heart mechanics (Kerckhoffs et al., 2009; Niederer et al., 2010;

Wang et al., 2009). The element type used to build the FE mesh should be

selected according to applications. However, generally speaking, hexahedral

elements are preferred over tetrahedral elements because of numerical consider-

ations (Benzley et al., 1995) as well as on the fact that for incompressible mate-

rials, e.g., face tissue and brain, a 4-node tetrahedral with linear shape functions

tends to lock and become overly stiff (Hughes, 1987).
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(a) (b)

Figure 2.2: Examples of FE models used in clinical applications. (a) Liver FE
mode is used intra-operation to model liver deformation under surgical interven-
tion (Cash & Miga, 2005). (b) Femur FE model is used to asses the stress in the
femur neck under certain load (Yosibash et al., 2007).

2.1.2 FE Model in Clinical Applications

FE models can be used in clinical applications to simulate the deformation,

stress and displacement of the patient organ under certain surgical routines (ex-

amples are shown in Fig. 2.2). Thus, as aforementioned (Section 1.1), they have

become a promising tool in computer assisted surgery planning (pre-operative)

and image guided surgery (intra-operative). From the FE mesh generation per-

spective, these two applications do not differ significantly, as the patient-specific

FE meshes are often generated pre-operatively by using pre-operative medical

images. Compared to pre-operative medical images, patient data acquired intra-

operatively is sparse and less accurate. Although generating patient-specific

FE mesh from the intra-operative data is possible (Bucki et al., 2010), in intra-

operative applications, the patient FE mesh are often generated pre-operatively

and then aligned with the patient by using the sparse patient data acquired during

the operation (Carter et al., 2005).
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2.1.3 FE Model Adequacy

In this section, we introduce the criteria to evaluate the adequacy of the FE mesh,

which can then be used to evaluate different FE mesh generation methods.

2.1.3.1 Representation Accuracy

As aforementioned, the FE model is an abstraction of a real physical system,

e.g., the patient organ in clinical applications. The more accurate it models the

geometrical and mechanical properties of the original object, the more accurate

the simulation results that will be obtained from this model. The representation

accuracy of the FE model can be assessed from the following aspects:

1. Geometry accuracy. The external surface of the FE mesh should accurately

match the external geometry of the patient organ.

2. Control over element types. As mentioned in Section 2.1.1, different element

type have different degrees of freedom; thus, for more accurate representa-

tion, substructures in the mesh can be assigned with specific element types

according to their mechanical properties.

3. Control over element number. The FE mesh can be made finer in regions

where more accuracy is required, and coarser elsewhere to achieve a fast and

accurate simulation. For example, for the face model in Fig. 2.3, the mesh is

made finer in the lips and mouth region, which also subject to complicated

movements.

4. Element labeling. Elements in the mesh can be labeled and assigned with

specific mechanical properties and group actions to better simulate substruc-
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Figure 2.3: Example of a human face FE model with manual substructure refine-
ments (Chabanas et al., 2003).

tures in the organ. For example, in the face model in Fig. 2.3, some elements

around the mouth are labeled as muscles and assigned with specific actions.

5. Layer construction. Elements in the mesh can be grouped into layers with

non-constant thickness. For example, in the face model in Fig. 2.3, the ele-

ments are grouped into two layers; a thin layer represent the dermis, while a

thicker layer represents the hypodermis.

The first criterion, i.e., the external geometry accuracy, is the most important

requirement for all FE mesh generation methods. Although it may vary across

applications, generally, sub-millimeter accuracy is required. Among these rep-

resentation accuracy criteria, criteria 2-5 are called substructure refinements. To

achieve this refinements, regions associated with anatomical sub-structures in-

side the 3D FE mesh should be identified (e.g. the ventricles, the tumor and the

hemispheres of the brain FE mesh proposed by Wittek et al. (2007)). These sub-

regions are then associated with specific element types and boundary conditions.

In real clinical applications, the patient-specific FE mesh with substructure re-

finements is preferred for better representation of patient-specific geometries
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and mechanical properties and for providing accurate prediction of surgical out-

comes. For example, the study in Miga et al. (1999) demonstrated that brain

substructures played important roles when predicting brain shift.

2.1.3.2 Invalid and Poor Quality Elements

Apart from representation accuracy, the regularity of the FE mesh is also im-

portant in evaluating the adequacy of the FE meshes. Both automatic meshing

techniques (Knupp, 2000b) and mesh morphing techniques (Section 2.2.4) can

generate an FE mesh with invalid or poor quality elements which will make FE

analysis impossible (Luboz et al., 2005) or lead to lower accuracy (Field, 2000;

Kwok & Chen, 2000; Shewchuk, 2002). Hence, it is important that FE mesh

generation methods generate patient-specific FE meshes with as few such ele-

ments as possible. If unavoidable (which is true of most of the cases for the mesh

morphing method), these elements should be identified and corrected by a post-

preprocessing step. In this section, we explain the concepts about the invalid

and poor quality elements. The details of qualitative evaluation and correction

of these elements are presented in Section 4.5.

As mentioned earlier, in the framework of the FE method, the response

of the mechanical model is approximated by the summation of numerical in-

tegration on each element of the mesh. To simplify this integration, a refer-

ence element with regular shape is defined in a reference parent coordinate sys-

tem (Zienkiewicz & Taylor, 1989), i.e., with coordinates (ξ1, ξ2, ξ3) in the range

[−1, 1] or [0, 1]. For each element of the mesh, the numerical integration is per-

formed in the reference element, then mapped back to the actual element using

a mapping function F that maps coordinates (ξ1, ξ2, ξ3) in the reference parent
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Figure 2.4: Shape function F1 maps reference parent coordinates (ξ1, ξ2, ξ3) to the
actual coordinates (x, y, z) of element e1. Shape function F2 cannot be calculated
due to distortions of element e2.

system to the actual coordinates of the element (x, y, z), as shown in Fig. 2.4.

FE analysis cannot be carried out on a FE mesh if it is not possible to define

a mapping function F that maps the reference element to any element e of the

underlying mesh, as show in Fig. 2.4. Mathematically, that happens when the

Jacobian matrix J of the mapping function F is singular, i.e., the determinant

of the Jacobian matrix |J | (often referred to as Jacobian value) is equal to zero.

The Jacobian value inside an element is calculated by interpolation between

its values on each node of the element. Hence, it is never zero if its value on

each node has the same sign and is not equal to zero. Thus, the condition for

element “regularity” is that the Jacobian value remains strictly positive at each

node of the element. If not, the corresponding element is considered “irregular”

or “invalid”, and thus, by extension, the entire FE mesh is also “invalid”.

The Jacobian value measures the distortion of the actual mesh element with
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respect to its reference configuration at a given point but does not carry overall

distortion information. Thus, the element “quality” is defined to measure the

conformity of the element shape, which reflects the evenness of the discretiza-

tion of the modeled domain. There is a great variety of quality measures and

their relevance is dependent on the considered element type and computations to

be carried out (Field, 2000; Kwok & Chen, 2000; Lobos et al., 2007; Shewchuk,

2002), among which the Jacobian Ratio (JR) (Kwok & Chen, 2000) is a popular

quality measure for FE meshes made of hexahedra and wedges.

2.2 FE Mesh Generation

In this section we first introduce the standard procedures for FE model gen-

eration (Section 2.2.1), then focus on the mesh generation step. We present a

review of existing patient-specific FE mesh generation methods by classifying

them into three categories (Section 2.2.2 to Section 2.2.4). Since the scheme

proposed in this thesis is similar to the idea in image based model deformation,

related works are also reviewed and compared to illustrate the rationality for us

to choose the mesh generation scheme proposed in this thesis (Section 2.2.5).

2.2.1 Standard Procedures

The generation of FE model often consists of three steps:

1. The organ segmentation and reconstruction step. In this step the external

surface of the organ of interest is extracted from the patient’s medical images

by using manual or automatic segmentation methods. In order to generate the
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FE mesh with substructure refinements (Section 2.1.3.1), the inner surface

for substructures should also be segmented, for example, the ventricle in the

brain model or the muscles in the face model.

2. The 3D meshing step. A volume mesh with inner nodes is generated to match

with the extracted external surface or landmarks. Substructure refinements

can be included if necessary (Section 2.1.3.1).

3. The material assignment step. In this step each element of the mesh is as-

signed with specific mechanical properties based on the underlying tissue

type.

Automatic medical image segmentation is a challenging task because it in-

volves highly variable objects that have to be extracted from images of very low

quality (noise, intensity inhomogeneities, and low contrast). Although exten-

sive methods have been proposed in this area, this is no general method that can

automatically segment different organs. Thus, currently, the segmentation step

has becoming a bottleneck for the automation of patient-specific FE mesh gen-

eration. For the material assignment step, traditional methods include manual

assignment according to average experimental values or automatically inferring

from CT values (especially for bone tissue) (Taddei et al., 2004). Detailed dis-

cussion about the image segmentation and material assignment steps are out of

the scope of this thesis. In the following sections, we focus on the second step,

i.e., the 3D FE mesh generation. Reviews are presented on existing manual or

automatic FE mesh generation methods.
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2.2.2 Manual Meshing

Manually building a mesh is the optimal method. Although some automatic FE

mesh generation methods have been proposed, manually built meshes are still

preferred in clinical applications (Chabanas & Payan, 2000; Chabanas et al.,

2003; Luboz et al., 2004; Nazari et al., 2008; Wittek et al., 2007) mainly for

two reasons. First, it is important to be able to identify sub-regions associ-

ated with anatomical sub-structures inside the 3D FE mesh and associate them

with specific constitutive behaviors and boundary conditions (as described in

Section 2.1.3.1). Second, manual meshing method can easily use hexahedral

elements and control their distribution over the mesh. For example, in Nazari

et al. (2008), a face FE model made of hexahedra and wedges are manually

constructed, where the elements are grouped into 3 layers representing differ-

ent tissue types, and the elements associated with muscles are identified and

assigned with specific actions.

However, this method is usually limited to one specimen due to the pro-

hibitive amount of manual labor and time required to build the mesh. For ex-

ample, building a face FE model as described above can take weeks or even

months. Thus, it is not practical to generate patient-specific FE meshes using

this method, since both time and expert availability to perform this task is lim-

ited in clinical application.

2.2.3 Automatic Meshing

To quickly and automatically generate patient-specific FE meshes, some au-

tomatic mesh generation (AMG) methods have been proposed in the past few
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years. Based on a 3D surface mesh representing the external geometry of the or-

gan, these algorithms produce an unstructured volume mesh, i.e., sub-structures

in the organ are not labeled and element in the mesh is evenly distributed.

The most commonly used AMG method is the tetrahedral meshing method,

which generates a volume mesh made of 3D tetrahedra. This method is com-

monly used by most commercial FE packages. One of the most common ap-

proaches for tetrahedral mesh generation has been the Delaunay method (Weath-

erhill & Hassan, 1994). One limitation of this approach is that it allows tetra-

hedra to possess exceedingly small dihedral angles. Another tetrahedral mesh

generation method is the iterative approach proposed by Ferrant et al. (2000).

This method covers the object of interest with tetrahedra and systematically sub-

dividing those on the boundary. The disadvantage of this method is that it pro-

duces a mesh with low resolution. A physics based mesh deforming technique

was proposed by Molina et al. (2003). The region of interest is first covered

with adaptive sized tetrahedra. A force is then applied to push the boundary

nodes close to the known boundary. Based on above basic methods, improve-

ments aimed at constructing tetrahedral meshes with sub-structures have been

proposed (Fang & Boas, 2009; Lederman et al., 2011; Mohamed & Davatzikos,

2004; Zhang et al., 2005, 2008).

However, in real clinical applications, the hexahedral mesh is preferred over

the tetrahedral mesh as mentioned earlier. Some attempts have been made to

automatically generate hexahedral meshes. One is the “voxel mesh” method

proposed by Keyak et al. (1990), which directly converts voxels into hexahedral

elements. This method can avoid the segmentation step, but will often result in

huge number of elements and abrupt changes in shape. An alternative method
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has been proposed by Viceconti et al. (2004), which is based on grid projection.

This method is able to model organs with complex shapes and has been applied

to different organs. Some application oriented automatic hexahedral mesh gen-

eration methods have also been proposed (Creane et al., 2010; Crouch et al.,

2007; Shim et al., 2007), but these methods are not sufficiently general to be

extended to other organs.

The application of automatic mesh generation methods in real clinical ap-

plications is restricted because of the following reasons. First, manually assem-

bled FE meshes are preferred in clinical applications as they can provide better

control over element number, types and organization in sub-regions. Second,

the hexahedral structure of the FE mesh is preferred over the tetrahedral mesh

method for both numerical and FE analysis consideration. In contrast to tetra-

hedral mesh generation, where Delaunay based approaches are widely used,

hexahedral mesh generation is much more difficult and, to our knowledge, no

generally applicable method has been presented in the open literature for liv-

ing tissues. Most importantly, most of these methods require a well-defined 3D

organ surface to work properly, e.g., sharp edges, holes or self-intersecting sur-

faces will cause difficulties. On the other hand, medical image segmentation

rarely produces high quality models, making it hard to connect segmentation

and FE mesh generation. It should be mentioned that all these methods, even

the commercial ones, require knowledge in FE meshing, which can be demand-

ing for clinicians.
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2.2.4 Mesh Morphing

In order to overcome the above restrictions of FE mesh generation in real clini-

cal application, a number of methods called “mesh morphing techniques” were

recently proposed (Bucki et al., 2010; Couteau et al., 2000; Fernandez et al.,

2004; Sigal et al., 2008). This method is designed to combine the merits of both

the manual mesh generation method and the automatic mesh generation method

as described above. The idea is to start from a manually designed atlas FE mesh

which includes sub-region information and manual refinements. This mesh is

then automatically deformed to patient data using 3D landmarks, contours or

surfaces that were extracted from the patient’s medical images. In this way, the

methods can benefit from manual design inherited from the atlas mesh while

automatically generating patient-specific FE meshes. Meshes generated using

this kind of methods yield an accurate representation of the shape of the pa-

tient’s organ and even of its sub-structures while maintaining the topology - i.e.,

the element layout - of the manually designed atlas mesh. This kind of method

can tolerate imperfect or even incomplete 3D surfaces caused by segmentation

or image acquisition, which otherwise may cause problems in automatic mesh

generation methods.

The mesh registration method was first described by Couteau et al. (2000)

as the mesh-matching algorithm. In their method, a full structured atlas mesh

is first generated manually. Then, the surface nodes of the atlas FE mesh are

deformed by minimizing their Euclidean distances to the patient organ surface

segmented and reconstructed from CT or MRI images. The resulting trans-

formation of the external nodes is interpolated to form the 3D transformation
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field for the inner nodes of the atlas FE mesh. Finally, the atlas FE mesh is

deformed using this 3D transformation to generate a patient-specific FE mesh.

This method has been validated on 10 proximal human femora, and has been

shown to gain satisfactory results.

In Sigal et al. (2008), the authors proposed two methods to register the atlas

FE mesh to the patient data. For the first surface based method, the surfaces of

the patient and the atlas organs are both segmented from the volume data and

wrapped to an “auxiliary” surface which is selected as a “convenient shape”.

In this way, a correspondence between the patient and atlas surfaces can be

obtained. The 3D displacement field is found by interpolation of the surface

displacement. The second mesh registration method proposed in this article is

based on manually selected landmarks. The transformation is found by registra-

tion of these landmarks.

One potential problem of the mesh registration method is that the atlas mesh

quality after registration can be greatly reduced when the morphing algorithm

induces excessive spatial distortions. This will result in the inability to maintain

the regularity of some elements, which prevents FE analysis from being carried

out. The second consequence of the morphing method is that the shape quality

of the elements is decreased in some regions of the template mesh, which leads

to lower accuracy in the numerical simulation. To address this problem, Bucki

et al. (2010) extended the method in Couteau et al. (2000) by introducing reg-

ularity constraints for the deformation field and adding a mesh repair step that

can restore the validity and quality of the distorted elements without too much

change in the position of the registered nodes. This so called “MMRep” has

been applied to both bone and soft tissue.
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Recently, methods combining both mesh morphing and automatic mesh gen-

eration has been proposed, such as the one by Ji et al. (2011), which first rigidly

registers patient 3D surface to the atlas surface, then automatically generates the

volume mesh for the registered patient surface using the same script for generat-

ing the atlas mesh, and finally transforms the generated mesh back to the patient

coordinates using the reverse transformation. In this way, it eliminates the need

to tune the meshing parameters for every patient.

The above surface or landmark based mesh registration methods share a

common limitation that a pre-segmentation step is still needed in the scheme.

This step can be complicated and challenging for some anatomical structures as

mentioned above. Moreover, some organs may have inner intensity differences

(e.g., face muscles directions in the MR images) which can be used to achieve

a more accurate volume registration. For the surface registration method, the

information contained inside the object are lost. The displacement field of the

inner nodes is only inferred from the interpolation, which makes the matching

of inner sub-regions less accurate.

2.2.5 Image Based Model Deformation

What could be improved in the above mesh morphing methods is to use the

full volumetric patient data instead of the landmarks or surfaces extracted to

drive the atlas mesh deformation. Instead of deforming the atlas mesh to fit the

segmented surface, it could be directly deformed to fit the features in the patient

medical image. This will help avoid the previous complicated segmentation

step. Moreover, all the information in the patient image can be used to achieve
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a better sub-structural registration. In this section, we review existing image

based model deformation methods that may be applied to the FE mesh morphing

scheme.

Based on the deformation strategy, the existing image based model deforma-

tion methods can be classified into two categories: methods that deform a shape

by (1) deforming the embedding space of the shape or (2) by modifying their

parameters or the degrees of freedom (DOF). Deforming a shape by deform-

ing the embedding space can be qualified as a registration approach, whereas

modifying the parameters of a shape can be qualified as a deformable model

approach.

2.2.5.1 Deformable Model Approach

For the deformable model method, the shape of the generic surface is directly

optimized under the influence of external and internal forces. This is often done

by updating the position of the vertex of the surface mesh according to the forces

applied to it. The external force, also called the image force, is derived from the

image features (such as edges and region statistics, etc. (Delingette, 1999; Her-

bulot et al., 2006; Montagnat et al., 1999)) and drives the deformable model

toward the apparent boundary of the object of interest. The internal forces are

the smoothness constraints and shape prior constraints (Foulonneau et al., 2009;

Leventon et al., 2000; Montagnat & Delingette, 2005; Tsai et al., 2003) which

can keep the model from been trapped into local minima or develop into arbi-

trary shape due to lack of local image information.

The geometrical representation of the models is of significant importance

in the deformable model method. The most popular representation methods
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include level-set, spline surface and simplex mesh. The spline based active

contour method (also called “snake”) was first proposed by Kass et al. (1988).

It represents the contour or surface using locally controlled spline functions.

Among the splines used, the most widely used is the B-spline (Menet et al.,

1990). B-splines can represent smooth surfaces with a high level of geometric

continuity. However, this method does not tolerate surface topological change

(surface splitting and merging) when evolving. Thus, a method called the level-

set was proposed (Malladi et al., 1995; Osher & Sethian, 1988), which instead

of representing the moving surface parametrically, represents the surface im-

plicitly using a higher level function. In this way, the moving surface can split

and merge while the level set remains a function. Both the spline and the level-

set models are continuous. Recently, a discrete model called simplex mesh has

become popular. It was first proposed by Delingette (1999), and further stud-

ied by Ballester et al. (1998) and Montagnat & Delingette (1997). It represents

the surface using discrete vertices with constant connections, the main advan-

tage being that it allows simple definitions of smoothness constraints and shape

priors (Delingette, 1999).

Although successful in automatic image segmentation, the deformable model

method mainly works on surface mesh deformation. Thus, it cannot generate a

3D transformation field that can be used to deform the volume FE mesh at the

same time. The sequential process of traditional segmentation followed by 3D

mesh generation is still required. This method only uses the local image infor-

mation close to the boundary of the object. The intensity information inside the

volume such as the muscles and other substructures is not used, and thus, cannot

achieve an accurate registration for the inner nodes of the FE mesh.
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2.2.5.2 Registration Approach

Another method to deform a model to the patient image is the registration ap-

proach as mentioned above. The basic idea of this method is to embed the

model into a reference image, and then register the reference image to the pa-

tient image using intensity based non-rigid registration. The transformation field

resulting from the registration is used to deform the reference model. This kind

of problem can be categorized as a inter-subject image registration problem,

which is used in atlas-based automatic segmentation of the heart (Li & Sun,

2009; Lorenzo-Valdés et al., 2002; Wei et al., 2011; Zhuang et al., 2008a,b)

and brain atlas-based automatic segmentation (Cachier et al., 2001; Chen et al.,

1999; Guimond et al., 2001; Hellier et al., 2001; Rueckert et al., 2001; Wu et al.,

2006).

In Lorenzo-Valdés et al. (2002), a method is proposed to automatically seg-

ment and track the myocardium and the left and right ventricles using 4D MR

images. In this method, an atlas cardiac image is first built based on manual

segmentation. Then the atlas image is registered with the patient-specific MR

image by using a B-spline free-form deformation method. In this way, the labels

on the atlas image can be propagated to the patient image, thus completing the

segmentation.

Similarly, Wei et al. (2011) proposed a method to automatically segment the

late gadolinium enhanced (LGE) cardiac MR images. The fact is that the seg-

mentation of the cine MR image is fairly easy and automatic methods already

exist, while the segmentation of LGE images is much more difficult due to in-

tensity inhomogeneities. Thus, they proposed to first automatically segment the
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myocardial structures in the cine image, and then propagate the contour in the

cine MR image to the LGR image of the same patient by registering the cine

image with the LGR image using B-spline free-form deformation.

Although the non-rigid registration methods used in these papers are dif-

ferent for specific applications, there are two common methods which are often

used to either solve the problem or compare with the proposed new methods: the

B-spline free-form deformation (FFD) method (Rueckert et al., 1999) and the

Demons method (Thirion, 1998). These two methods are widely used because

they can compensate for large deformations between different patients and they

both can produce diffeomorphic deformations. The similarity metric used in

these methods are SSD, SAD and NCC for mono-modality, and NMI for both

mono-modality and multi-modality. These transformations and metrics will be

discussed in detail in Section 2.4.

This image registration based model deformation method can produce a 3D

transformation field that can be directly used to deform the volume FE mesh.

Compared to the deformable model approach described above, this method can

provide a more accurate registration for the inner nodes of the FE mesh, as all

the substructure information in the atlas and patient image is used to derive the

transformation. Thus, this method better suits the objectives of the image based

FE mesh generation that we want to develop in this thesis.

2.3 Medical Image Modalities

Medical imaging is the technique and process used to create images of the hu-

man body non-invasively for clinical purposes (medical procedures seeking to
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reveal, diagnose, or examine disease). The major modalities that are often used

in clinical diagnoses are projection X-ray (radiography), X-ray computed to-

mography (CT), the nuclear medicine imaging methods of single-photon emis-

sion computed tomography (SPECT) and positron emission tomography (PET),

ultrasound, and magnetic resonance imaging (MRI). They each have their own

specialties, advantages and limitations. Among all these methods, CT and MRI

are the most often used image modalities for 3D modeling. Other modalities

generate in 2D image (ultrasound, X-ray), or have relatively low resolution and

not directly related to anatomical structures (SPECT, PET). Thus, in this section

we introduce some basic knowledge about the CT and MRI modalities which

can be used to generate patient-specific FE mesh.

2.3.1 Computed Tomography

CT imaging is basically X-ray imaging in 3D. It uses computer-processed X-

rays to produce cross-section images (slice) of the human body. By moving

the scanner along an axis and imaging at a constant step rate, it can produce

a series of 2D image slices. These images are then stacked together to form a

volume image of the object of interest. The intensity value of the CT image

shows the X-ray intensity reduction (attenuation) when going through the tissue

at the corresponding location. As different tissues often have differently atten-

uation coefficients, the body structures can be distinguished in the CT image.

Fig. 2.5(a) shows a sample of a CT slice.

Although CT can image bone, soft tissue and blood vessels, all at the same

time, it provides better details for the bony structures than for soft tissues. A
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(a) (b)

Figure 2.5: Examples of CT and MR head images. (a) A sample slice of CT image
of the head. (b) A sample slice of MR image of the head.

CT scan can usually be completed within 5 minutes, with the actual scan time

usually less than 30 seconds. The main advantage of CT over MRI is in imaging

bones and structures with air such as the lungs. It can also be used on patients

who have received certain types of surgical clips, metallic fragments, cardiac

monitors or pacemakers and thus cannot receive an MRI. A main disadvantage

of CT imaging is the radiation exposure to the patient. The effective radiation

dose from CT ranges from 2 to 10 mSv, which is about what a person receives

from background radiation in 3 to 5 years.

2.3.2 Magnetic Resonance Imaging

MRI makes use of the property of nuclear magnetic resonance (NMR) to im-

age nuclei of atoms (in particular, hydrogen nuclei, 1H contained in water) in-

side the body. A magnetic field with a spatial gradient is applied to the human

body which is used to align the magnetization of the atomic nuclei. Then radio

frequency magnetic fields are applied to systematically alter the alignment of
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this magnetization. This causes the nuclei to emit a rotating magnetic field de-

tectable by the scanner. As the frequency of the signal emitted by the nuclei is

proportional to the magnetic field applied on it, the spatial gradient of the mag-

netic field can be used to recover the location of the signal. Protons in different

tissues return to their equilibrium state at different relaxation rates. Different tis-

sue variables, including spin density, T1 and T2 relaxation times, and flow and

spectral shifts, can be used to construct the MRI images. The collected data is

reconstructed into a 2D slices of images through any axis of the body, as shown

in Fig. 2.5(b).

Compared to CT, MRI gives much higher detail in the soft tissues. However,

bones lack water and therefore appear as black regions. An MRI scan typically

runs for about 30 minutes, which makes it more sensitive to movements such as

those due to breathing. One of the greatest advantages of MRI is the ability to

highlight different tissue types. Another advantage is the ability to change the

imaging plane without moving the patient. The main limitation of MR is that

it involves a strong magnetic field, which makes it unsuitable for patients with

cardiac pacemakers, tattoos and metal implants.

Besides the above limitations, another problem with the MR image is that it

is of lower resolution compared to CT, and often corrupted by severe noise, as

shown in Fig. 2.5(b). Different from the commonly encountered Gaussian noise

(such as found in CT images) which simplifies the denoising process, the noise

in MR images follows a Rician distribution (Gudbjartsson & Patz, 1995). The

noise in MRI image is primarily due to thermal noise, which appears as complex

Gaussian white noise in the acquired MRI signal. The usual reconstruction pro-

cedure of the acquired MRI signal is to use the discrete Fourier transform (DFT).
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After the DFT reconstruction the value of each pixel is complex. Both the real

and the imaginary components of the pixel value again follow a Gaussian dis-

tribution with variance σn. The magnitude of the MRI signal is the square root

of the sum of the squares of Gaussian distributed real and imaginary parts, and

thus, the noise in MR image follows a Rician distribution. In the low intensity

part, the Rician noise tends to a Rayleigh distribution, while in high intensity

regions it approaches a Gaussian distribution. This not only makes the image

noisy, but also reduces contrast of the image, as the estimated mean of the image

is biased by the noise distribution. This noise should be removed before further

processing of the MR images.

2.4 Medical Image Registration

Detailed reviews of medical image registration methods can be found in several

papers (Hajnal & Hill, 2010; Maintz & Viergever, 1998; Shen et al., 2005). In

this section, we only provide a review of the registration methods that are related

to the FE mesh generation scheme presented in this thesis. Image registration

is the process of aligning two images by transforming the position of a feature

in one image to the position of the corresponding feature in another image. The

transformation is often found by minimizing/maximizing a similarity metric that

measures the current alignment accuracy of the two images. In this section we

review the medical image registration methods from both the similarity metric

and transformation method aspects.
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2.4.1 Similarity Metrics

As we would like to develop an intensity based mesh morphing method, we

focus on intensity based similarity metrics. These metrics can be classified into

two categories: mono-modal similarity metrics which can only register images

of the same modality, and multi-modal similarity metrics which can register

images of the same or different modality.

2.4.1.1 Mono-modal Similarity Metrics

Minimizing intensity difference. One of the simplest intensity based similar-

ity metric is the sum of squared intensity differences (SSD). For voxel locations

xA in image A, within an overlap domain ΩT
A,B, comprising voxels:

SSD =
1

N

∑
xA∈ΩT

A,B

∣∣A(xA)−BT (xA)
∣∣2 , (2.1)

where xA is the voxel position, A is the target image and B is the source image.

The transform is T. The SSD metric is widely used for serial MR registration,

for example by Hajnal et al. (1995), and in the widely used statistical parametric

mapping (SPM) software (Ashburner & Friston, 1999). It is the optimum met-

ric when two images only differ by Gaussian noise. However, SSD cannot be

used in inter-modality registration. Even for the intra-modality registration, the

requirement of this metric is too strict, e.g., the noise in MRI does not follow

Gaussian distribution and there will be some changes in the content of the two

images. Additionally, SSD is very sensitive to small numbers of pixels which

have large intensity differences. One improved version of SSD is the sum of
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absolute difference (SAD), which is less sensitive to “outliers” in the image:

SAD =
1

N

∑
xA∈ΩT

A,B

∣∣A(xA)−BT (xA)
∣∣ . (2.2)

Normalized cross correlation (NCC). This is obtained by measuring the cor-

relations of the intensities in the corresponding location of the two images within

the overlapped domain. If the two images are well aligned, the correlation be-

tween them should be large. Thus, we can find the best alignment by maximiz-

ing this metric:

NCC =

∑
xA∈ΩT

A,B
(A(xA)− Ā) · (B(xA)− B̄)

(
∑

xA∈ΩT
A,B

(A(xA)− Ā)2 ·
∑

xA∈ΩT
A,B

(B(xA)− B̄)2)
1
2

. (2.3)

NCC requires the intensities of the two images to follow a linear relationship.

This requirement is less strict than SSD or SAD. Another advantage of this

metric is that the correlation can be carried out in both spatial domain and K-

space. With K-space, the transform can be solved quickly without using any

iterative method, but the “linear relationship” is still too strict for multi-modality

registration.

2.4.1.2 Multi-modal Similarity Metrics

Image registration can be described as trying to maximize the amount of shared

information in two images. Using this concept, registration can be thought of as

reducing the amount of information in the combined image, which suggests the

use of a measure of information as a registration metric. The most commonly

used measure of information is the Shannon-Wiener entropy measure H (Shan-
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non, 1949):

H = −
∑
i

pilogpi. (2.4)

H is the average information supplied by a set of i symbols whose probabilities

are given by p1, p2, p3, . . . , pi. We can see that when the probability distribution

of the i symbols is flat, the information metric H is large. When the probability

distribution of the i symbols is concentrated in some value, the information

metric H is small. The following three metrics are all based on this assumption,

and differ only in how they deal with the overlap problem.

Joint Entropy (JE). The joint entropy of image A and B is given by:

H(A,B) = −
∑
a

∑
b

pT
AB(a, b)logpT

AB(a, b), (2.5)

where pT
AB(a, b) is the joint probability distribution function (PDF) of image A

and B. The number of elements in the PDF can either be determined by the

range of intensity values in the two images or from a reduced number of in-

tensity “bins”. This metric measures the amount of information we have in the

combined image (Hill et al., 1994). As discussed above, the best alignment of

two images can be found when minimizing the information in the combined im-

age. Although straightforward, this metric has an important limitation. Since

pT
AB(a, b) is dependent on the transform T, there may be a trivial solution that

only matches the background of the two images. In this way, all the joint proba-

bility is concentrated in pT
AB(0, 0), and thus the joint entropy can be maximized

in this condition. However, obviously, this is not the real solution.
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Mutual Information (MI). To avoid the overlap problem, instead of just con-

sidering the information in the combined image, the information in the two im-

ages is also considered. Communication theory provides a technique for mea-

suring the joint entropy with respect to the marginal entropies (Hill et al., 1994),

which is known as mutual information:

I(A,B) = H(A) +H(B)−H(A,B)

=
∑
a

∑
b

pT
AB(a, b)log

pT
AB(a, b)

pT
A(a) · pT

B(b)
. (2.6)

Mutual information can qualitatively be thought of as a measure of how well

one image explains the other, and is maximized at the optimal alignment. The

mutual information is first introduced to medical image registration by Maes

et al. (1997), and Wells et al. (1996), respectively. Mutual information has

been widely used in multi-modal registration. However, it does not entirely

solve the overlap problem, i.e. changes in the very low intensity region within

the overlap can disproportionately contribute to the mutual information. Thus,

another information theory based metric is proposed, which is the normalized

mutual information.

Normalized Mutual Information (NMI). Three normalization schemes have

so far been proposed in journal articles. The following two were mentioned

by Maes et al. (1997):

Ĩ1(A,B) =
2I(A,B)

H(A) +H(B)
, (2.7)

Ĩ2(A,B) = H(A,B)− I(A,B). (2.8)
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Studholme has proposed an alternative normalization devised to overcome the

sensitivity of mutual information to change in image overlap (Studholme et al.,

1999):

Ĩ3(A,B) =
H(A) +H(B)

H(A,B)
. (2.9)

The third version of normalized mutual information has been shown to be con-

siderably more robust than standard mutual information.

Besides the metrics based on information theory, another interesting metric

named Residual Complexity was proposed recently (Myronenko & Song, 2009).

Although not widely used, this metric shows promising results in the registration

of images corrupted by the bias field.

2.4.2 Transformation Methods

Transformation methods control the degree of deformation a registration can

make. The transforms used to simulate the deformation between different pa-

tients are often non-rigid. However, rigid and affine registrations are often used

in the first step to compute the global registration, since they are easy to compute

and can model large deformations. In this section, we briefly introduce rigid and

affine transformations, and focus mainly on non-rigid transformations.

2.4.2.1 Rigid and Affine Transformation

Rigid transformations can be used to register objects which only differ in po-

sition, e.g. the bones from the same patient. The rigid transform can model

rotation and translation. It is represented using a 4× 4 matrix which contains 6

parameters; thus the rigid transformation has 6 DOFs.
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Rigid registration can be slightly extended by adding stretch and screw,

which becomes the affine transformation. It is represented using a 4 × 4 ma-

trix which contains 12 parameters; thus the affine transformation has 12 DOFs.

2.4.2.2 Non-rigid Transformation

Transformations more flexiable than affine transformation are called non-rigid

or non-linear transformation. They are often represented using a 3D displace-

ment field instead of a single matrix. For each dimension, the displacement field

is a function of position. In our image registration based FE mesh generation

scheme, the registration method not only needs to accurately match the atlas

image with the patient image, but also has to generate a deformation field that

is smooth enough to preserve the quality of the deformed FE mesh. Thus, for

this review of non-rigid registration, we focus on the method that can provide

a diffeomorphic deformation field, i.e., the transformation that will not cause

space folding.

B-spline free form deformation (FFD). One of the most popular transfor-

mations used in inter-subject registration is the free-form deformation (FFD)

method (Rueckert et al., 1999). The FFDs are based on locally controlled func-

tions such as B-splines. The basic idea of FFDs is to deform an object by manip-

ulating an underlying mesh of control points. The resulting deformation controls

the shape of the 3D object and produces a smooth and C2 continuous transfor-

mation. The FFD displacement field can be computed by optimizing different

kinds of similarity metrics such as SAD and NMI. Some improved versions of

the traditional FFD method have been proposed. Schnabel et al. (2001) proposed
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to use multi-level grids to reduce the computational time and avoid the folding

of the displacement field. Later they proposed a diffeomorphic version of the

FFD method (Rueckert et al., 2006). Rohlfing & Jr (2001) proposed an incom-

pressible transform by adding an incompressible constraint to the FFD. Glocker

et al. (2008) proposed to use linear programming to accelerate the optimization,

and use the MRF method to avoid local minima.

The strength of the FFD method is that it can be optimized on different sim-

ilarity metrics, from distance to intensity based ones. It is suitable for different

kinds of problems. It is different from the Demons method in that it can match

the objects even if they do not overlap at the initial positions. The limitation of

the FFD transform is that the degree of deformation is still limited by the in-

trinsic smoothness constraints in the locally controlled functions like B-splines.

Hence, it cannot handle extremely large displacements.

The transformation used in the surface registration based FE mesh genera-

tion method (Bucki et al., 2010) is a kind of FFD. It is different from the FFD

method in Rueckert et al. (2006), in that a locally controlled function other than

the B-spline had been used. The similarity metric used in the method is the Eu-

clidean distance. Thus, a straightforward extension of this algorithm would be

to use the FFD transform and replace the distance metric with some intensity

based similarity metric like the SAD or NMI.

Demons method. Another popular inter-subject registration method is the Demons

method which is based on diffusion theory (Thirion, 1998). At each pixel, a ve-

locity (movement) is defined from the intensity differences and gradient infor-

mation. This velocity field is smoothed (regularized) by a Gaussian filter, and
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iteratively used to transform the moving image for registering on to the static

image. The intensity information used in the Demons algorithm is the intensity

difference and the gradient of the two images. The velocity proposed by Thirion

(1998) is:

~v =
(m− s)~5s

(~5s)2 + (m− s)2
, (2.10)

where m and s are the voxel intensity in the moving image and the static image,

respectively. ~5s is the gradient of the static image. The velocity is then com-

posited to the current displacement field Ti to get the new displacement Ti+1:

Ti+1 = Ti ◦ ~v. (2.11)

Based on this, Wang et al. (2005) proposed a new velocity function which not

only depends on the gradient of the static image but also the moving image:

~v = (m− s)×

(
~5s

(~5s)2 + (m− s)2
+

~5m
(~5m)2 + (m− s)2

)
. (2.12)

This method besides being faster still work when there are missing edges in the

static image. Vercauteren et al. (2009) proposed a diffeomorphic version of the

Demons method.

The strength of the Demons method is that it is faster than the FFD method.

Since the displacement of the Demons is directly defined at each voxel, it can

compensate for larger displacements than the FFD. The limitation of this method

is that it cannot match objects when they are initially not overlapped. Further-

more, the deformation field obtained using this method is less smooth than that

of the FFD method.
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Besides these two widely used methods, other diffeomorphic registration

methods can also be found in the literature (Ashburner, 2007; Avants et al.,

2008; Beg et al., 2005; Hernandez et al., 2007).
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Chapter 3

Pre-processing for MR Image

Denosing and Enhancement

This chapter describes the pre-processing step we applied to the MR volume

images to eliminate or greatly reduce the noise level in these images, before

they can be used in the volume image registration step. The anisotropic diffusion

filter is used as the pre-processing method due to its edge preserving and contrast

enhancement ability. We propose a general AD filter framework and an novel

automatic parameter value selection scheme. The method is validated on both

synthetic and real MR images.

3.1 Introduction

The proposed patient-specific FE generation method is designed to be suffi-

ciently flexible to be applied to CT and MR images. Both of these medical

image modalities are widely used in reconstructing 3D organ models, i.e., the
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FE models, among which CT is suited for imaging bone structures, while MR is

better suited for imaging soft tissues. There are also cases where cross-modality

image registration is needed, e.g., where the atlas model is constructed on one

image modality while the patient volume image is in another image modality.

This is because a specific imaging modality may not be available for every com-

ing patient. For example, in clinical applications, MR imaging is considered

safer than CT imaging due to its non-ionizing feature during pregnancy. How-

ever, patients with cardiac pacemakers are not allowed to get an MR scan due to

the strong magnetic field used.

As mentioned earlier (Section 2.3.2), MR images are often corrupted by se-

vere Rician noise. This will affect the accuracy of intensity based registration,

especially those based on intensity differences metrics, such as the sum of ab-

solute differences (SAD). Thus, before volume image registration, we need a

robust method to remove the noise in MR images.

Rician noise may be reduced during image acquisition, but this will lead

to an unacceptable increase in acquisition time (Gerig et al., 1992). A more

practical approach is to apply smoothing filters to the acquired images. The

simplest filters are linear filters such as the Gaussian filter (Kosior et al., 2007;

Petersson et al., 1999), which are effective but tend to blur object boundaries.

Nonlinear filters, such as the anisotropic diffusion (AD) filter of Perona & Malik

(1990), significantly reduce noise while simultaneously preserving edges and

small features. Some other sophisticated methods such as the wavelet-based

filters (Robert & Nowak, 1999) and nonlocal mean filters (Manjón et al., 2008)

have been proposed, but AD filtering is still widely used in the pre-processing

of MR images because of its efficiency and simplicity in implementation.
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The AD filter was first introduced to MR image de-noising by Gerig et al.

(1992). Although widely used, the result of the AD filter is actually highly

dependent on parameter values. There are difficulties in automatically selecting

these values, especially for the conductance parameter that controls both the

gradient threshold and the edge enhancement range, i.e., it determines which

gradient levels are to be smoothed and which are to be enhanced. The first

difficulty is that, since the parameters are also related to image contrast, we

cannot simply obtain experimental optimal values for different noise levels as

proposed in Manjón et al. (2008). Secondly, the gradient range of the edges of

interest is often quite wide and overlaps with the gradient magnitudes due to

noise. Therefore, an optimal threshold cannot be easily identified by examining

the gradient histogram or by using other analytical methods. Further, when

using Catté’s regularized model (Catté et al., 1992), the diffusion result is jointly

determined by the conductance parameter and the Gaussian kernel sizes used

for regularization. From our experiments, we find that these parameters are

intrinsically related and thus cannot be selected separately.

Due to the above difficulties, existing analytical methods for determining

the optimal diffusion parameter values have their limitations. In their original

paper, Perona & Malik (1990) proposed an automatic method based on Canny’s

edge detector (Canny, 1986), where the first 80% of the cumulative histogram

of the gradient is assumed to be due to noise. In a similar manner, Perona and

Malik set the conductance parameter, i.e., the gradient threshold, to be 90% of

the cumulative histogram. Later, Monteil and Beghdadi proposed the adaptive

nonlinear anisotropic diffusion (ANAD) method (Monteil & Beghdadi, 1999),

which extends Perona and Malik’s method. Instead of using a constant parame-

45



PRE-PROCESSING FOR MR IMAGE DENOSING AND
ENHANCEMENT

ter throughout, they estimate the parameter at every iteration until convergence.

Such methods will fail when noise and edge gradient values overlap, which is

often the case.

Another widely used automatic method was proposed by Black et al. (1998).

The assumption is that the noise in an image follows a Gaussian distribution with

standard deviation (SD) σe. Since the conductance parameter controls the gra-

dient threshold of the AD filter, by letting the gradient threshold equals σe, the

conductance parameter is related to the noise SD. This was extended by Sam-

sonov & Johnson (2004) to non-uniform noise. The parameter estimated using

this method is only dependent on the noise level. However, as mentioned above,

the contrast information of the image is also important in selecting the param-

eters. We also note that the Gaussian noise assumption of these methods is not

accurate since the noise in MR images is Rician. Furthermore, the above ana-

lytical methods only work with the original diffusion model of Perona & Malik

(1990) and cannot be extended to other variational models such as the regular-

ized model (Catté et al., 1992). Hence, the parameters of AD filters are still

manually tuned in most applications due to the above limitations.

Recently, a method called scalar Rician noise reducing anisotropic diffusion

(SRNRAD) has been proposed (Krissian & Aja-Fernández, 2009). In order to

obviates the needs to manually tune the parameters of the traditional AD filter,

the author proposed to replace the diffusion function based on image gradient

with a function based on local statistics of the image intensity and global statis-

tics the noise. The method is a combination of popular AD (Perona & Malik,

1990) filter and LMMSE estimator (Aja-Fernández et al., 2008). According to

the article, the proposed method outperforms most of state-of-the-art MR image
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denoising methods in both noise removing and edge preserving aspects. One

main drawback of the SRNRAD filter as emphasized in is that it relies on the

assumption of a Rician distribution. Thus, for dark regions where the distribu-

tion is close to Rayleigh, the noise cannot be fully removed. Moreover, some

noise points may even been enhanced. Another limitation of this method is that

it does not give consistent performance in 2D images because fewer pixels are

involved in the estimation of local statistics.

We propose a robust AD filtering framework for MR image de-noising with

an optimization-based parameter selection strategy. The basic idea is to obtain

the optimal parameter values on a synthetic image model with pseudo ground

truth1, and then use these values on the real image. We also conduct a systematic

study of parameter selection for the AD filter in MR image de-noising, includ-

ing the rate of decrease of the dynamic parameter model, the initial parameter

selection range and the convergence properties.

An advantage of our approach is that it does not depend on analytical meth-

ods and hence is applicable to a variety of diffusion models, for example, those

with sophisticated diffusion equations and functions for better noise reduction.

Our model is fitted to the Rician noise distribution in MR images, whereas the

noise is conventionally assumed to be Gaussian. Compared to manual parame-

ter tuning, our approach is more efficient and systematic, with comparable dif-

fusion results. Performance is further validated by testing on a variety of real

MR images with different noise levels.

The rest of this chapter is organized as follows. Section 3.2 presents the

1A noise free, piecewise constant image is extracted from the noisy image to serve as the
ground truth. See Section 3.3.1 for details.
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anisotropic diffusion framework and a discussion of the important parameters.

Section 3.3 describes the strategy to automatically determine the optimal pa-

rameter values. The results of applying the proposed method to both simulated

and real MR images are presented and discussed in Section 3.4, followed by the

conclusion in Section 3.5.

3.2 AD Filtering Framework

3.2.1 Standard Anisotropic Diffusion Model

The diffusion model was first proposed by Witkin (1983). He observed that the

convolution of a signal with the Gaussian kernel σ is equivalent to solving a heat

equation with time σ. The heat equation can be expressed as

∂I (x, t)

∂t
= div (D · ∇I (x, t)) , I (x, 0) = I0 (x) , (3.1)

where the diffusion conductance D is a constant. The initial condition is set

as the original image I0(x). This method is called isotropic diffusion since it

performs the same diffusion on the entire image. A problem of this method is

that while reducing noise, it also blurs edges.

To solve this problem, Perona & Malik (1990) proposed an anisotropic dif-

fusion process, which replaces the original constant diffusion conductance with

a spatially varying diffusion function

D = g (|∇I|) , (3.2)
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where g(x) is a monotonically decreasing function satisfying

lim
x→∞

g (x) = 0 and g (0) = 1.

In this way, the local diffusion conductance is related to local gradient, which

is taken to be the edge indicator. By making g a monotonically decreasing

function, the new method is able to reduce the diffusion at the estimated edge

locations. In their paper, they presented two different diffusion equations:

g (|∇I|) = exp

(
−
(
|∇I|
λ

)2
)
, (3.3)

g (|∇I|) =
1

1 +
(
|∇I|
λ

)2 , (3.4)

where λ, the conductance parameter, determines which gradients are to be smoothed

and which are to be preserved.

3.2.2 Variational Models

As stated by Perona & Malik (1990), the original model is not suited to handling

noise that is of the same gradient level as the edges. Since our approach is not

restricted to specific diffusion models, we incorporate some variations proposed

in the literature instead of using the original model described by Eqs. (3.1-3.4).

To avoid enhancing noise, Catté et al. (1992) used the Marr-Hildreth method

(Marr & Hildreth, 1980) as the edge indicator, i.e., Gaussian smoothing before

locating the edges, rather than a simple gradient method. In addition, unlike the

original AD equation in Eq. (3.1), it guarantees the uniqueness of the solution.
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The modified diffusion equation is

∂I

∂t
= div (g (∇Gσ ∗ I)∇I) , (3.5)

where I is the image and Gσ is the smoothing Gaussian kernel with variance

σ. Since the gradients caused by noise diminish more rapidly than those due

to edges, the gradient magnitude of the noise will be significantly reduced after

Gaussian smoothing. Thus, noise points are less likely to be treated as edges

and preserved in the diffusion process.

For the diffusion function g, we use the one proposed by Weickert (1998):

g (|∇I|) = 1− exp

 −Cm(
|∇I|
λ

)m
 , (3.6)

which fulfills the smoothness requirement of the diffusion process while the

original diffusion functions (3.3) and (3.4) do not. λ is the conductance param-

eter or diffusion coefficient. Cm is a constant chosen to ensure that g(x) · x is

monotonically increasing for x < λ and monotonically decreasing for x > λ,

making λ the gradient threshold. According to Weickert (1998), m = 4 is opti-

mal for most applications.

In addition to these two variations, Whitacker & Pizer (1993) have suggested

that the regularization parameter σ in Eq. (3.5) should be a decreasing function

of diffusion time, and Li & Chen (1994) have proposed to subsequently decrease

the contrast parameter λ in Eq. (3.6). These two modifications are based on the

assumption that noise gradient decreases faster than edge gradient. Hence, the

parameters are set to larger values initially to significantly reduce noise levels,
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and then values are subsequently decreased to preserve and enhance weak edges,

thus solving the problem of noise having the same gradient magnitudes as edges.

By using the dynamic parameters, the edge enhancement range is also wider (Li

& Chen, 1994). A further advantage is that the diffusion process is convergent,

thus removing the need to accurately control the diffusion time as in the original

model. The dynamic models are:

λ = λ0 exp

(
−t
α

)
, (3.7)

σ = R

[
σ0

(
1− t

β

)]
, (3.8)

where R is a ramp function defined as

R (x) =

 x, if x ≥ 0;

0, otherwise.
. (3.9)

The rate of decrease of the parameters is controlled by α and β. If the param-

eters decrease too rapidly, noise cannot be fully removed, while too slow a rate

will cause the weak edges to be diffused away before they are enhanced. Un-

fortunately, there is no discussion, in Whitacker & Pizer (1993) and Li & Chen

(1994), of how to choose the appropriate rate. In Section 3.4, we propose a

suitable decreasing rate for both parameters in MR image de-noising.

The adoption of these three variations to the standard model will facilitate

noise removal while preserving weak edges. They will also improve the stability

and ensure the uniqueness of the solution.
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3.2.3 Parameters to be Determined

In our diffusion model, there are several parameters that significantly influence

the results.

λ0: the initial conductance parameter in Eq. (3.7). It influences the sensitiv-

ity of the algorithm to edges. The higher λ0 is, the stronger the edges that will

be diffused. In addition, a higher λ0 will also provide a larger range for edge

enhancement (Li & Chen, 1994).

σ0: the initial SD of the Gaussian kernel in the regularization process (3.8).

It controls the gradient levels to be smoothed in the edge estimation step. Thus,

it can also be seen as a gradient threshold.

n : the total diffusion time in Eq. (3.5).

Our objective is to provide a general scheme to automatically determine

the optimal parameter values. Since we adopt a dynamic parameter model, the

diffusion results will automatically converge and hence the diffusion time no

longer needs to be controlled. The two parameters that are left for us to set are

the conductance parameter λ0 and regularization parameter σ0.

There is no general method to determine appropriate values of these two pa-

rameters. Existing automatic methods only analyze the selection of the constant

conductance parameter λ. However, since λ and σ both influence the gradi-

ent threshold, they jointly determine the diffusion results and cannot be treated

separately. As mentioned previously, analytical methods have their limitations.

Hence, we propose an alternative approach that is practical and leads to optimal

parameter values.
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3.3 Parameter Optimization on Synthetic Image Model

Suppose we have a ground truth (noise-free) image, then the optimal parameters

are found by minimizing the diffusion error between the filtered image and the

ground truth image. However, in practice, the ground truth image is not avail-

able. Fortunately, the information needed to determine the parameters is limited.

As discussed above, the parameters of AD filters are jointly determined by the

contrast information and the noise level, which can be extracted from the real

image, even with noise.

We propose to optimize the parameters on a synthetic model generated from

the real image. We first extract the contrast information in the image using

a noise-robust pre-segmentation method. This will form a piecewise constant

noise free pseudo ground truth image. The noise level is estimated from the real

image and added to the pseudo ground truth to generate the noisy model image.

The synthetic model thus contains all the information needed to determine the

AD filter parameters, namely the contrast and noise level. The parameters op-

timized on this synthetic model should also be near optimal for the real image.

The overall flow chart of our strategy is presented in Fig. 3.1.

3.3.1 Extracting Contrast Information

To extract the contrast information from noisy MR images, we use the modi-

fied fuzzy C means (FCM) (Ahmed et al., 2002) because of its robustness to

noise and bias. The actual method to be employed here is not critical provided

it can give a rough classification of the image (see Section 3.4.1.3). In Ahmed

et al. (2002), the standard FCM is modified by introducing a term that allows
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Pre-segmentation

Pseudo ground truth 
image

Parameter estimation 
for a noisy MRI image

Noisy 
images

Noise level

Noise estimate

Noisy image model 
with Rician noise

Parameter optimization 
on model image and 
pseudo ground truth

Estimated parameters

Figure 3.1: Flow chart of the proposed strategy
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the labeling of a pixel to be influenced by the labels in its immediate neigh-

borhood. The classification result of a pixel is not only determined by its own

intensity but also by the class of its neighbors. This formulation tends to drive

the results towards piecewise constant labeling, which increases the robustness

to both noise and image inhomogeneity. The modified objective function for

partitioning {xk}kN into c clusters is given by

Jm =
c∑
i=1

N∑
k=1

upik ‖xk − vi‖
2 +

+
ν

NR

c∑
i=1

N∑
k=1

upik

( ∑
xr∈Nk

‖xk − vi‖2

)
, (3.10)

where {vi}ci are the prototypes of the clusters and the array [uik] = U represent

the partition matrix. The parameter p is a weighting exponent on each fuzzy

membership and determines the amount of fuzziness of the resulting classifica-

tion. Nk stands for the set of neighbors around xk and NR is the cardinality of

Nk. The latter part of the objective function is the newly added neighborhood

term. This objective function is minimized when, for each pixel xk, a high mem-

bership value uik is assigned if its intensity is close to the corresponding cluster

center vi and at the same time its neighboring pixels’ intensity values are also

close to vi. The effect of the neighborhood term is controlled by a parameter ν.

If the SNR of the image is large, ν should be chosen small as the intensity of a

single pixel is reliable. On the contrary, if the SNR is low, ν should be set large

to avoid the influence of noise.

With this method, we can obtain a piecewise constant image which contains

the general edge information of the original image. The resulting image will
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serve as the pseudo ground truth image of the synthetic image model.

3.3.2 Estimating Noise Level

After extracting the contrast information from the image, the next step is to esti-

mate the noise level. According to Gudbjartsson & Patz (1995), the magnitude

of the MRI signal is the square root of the sum of the squares of the real and

imaginary parts. Since each of these follows a Gaussian distribution with the

same standard deviation σn, the noise in MR images follows a Rician distribu-

tion. The image corrupted by Rician noise is biased, and there exists a simple

relationship between the real pixel intensity and the expected pixel intensity of

the noisy image (Gudbjartsson & Patz, 1995):

A =
√
|M2 − 2σ2

n|, (3.11)

where A is the real pixel intensity and M is the expected pixel intensity of the

noisy image.

Based on the above relationship, Nowak (1999) proposed a simple method

to estimate the noise level σn. In this method, σn is estimated in the background

region, for example, the air region surround the body, where A = 0. Therefore,

σn =

√
E (I2

b )

2
, (3.12)

where Ib is the background region. Since a pre-segmentation has already been

performed, the background region can be easily extracted. Many other methods

can be used to estimate σn (Aja-Fernández et al., 2008; Gravel et al., 2004).
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Since they generally give similar results, we adopt Nowak’s method for conve-

nience.

3.3.3 Synthetic Noisy Image Model

Having extracted the contrast and noise information from the real image, we can

now add the noise to the pseudo ground truth image to generate the model noisy

image. The Rician noise is modeled by adding Gaussian noise with σn to both

the real and imaginary parts (Nowak, 1999). The noisy image is obtained by

taking the square root of the sum of the squares of these two parts:

Iim = N
(
I cos θ, σ2

n

)
, (3.13)

Ire = N
(
I sin θ, σ2

n

)
, (3.14)

Inoisy =
√
I2

im + I2
re, (3.15)

where I is the pseudo ground truth image, Inoisy is the noisy image model, and

Iim and Ire represent the imaginary and real parts, which follow Gaussian distri-

butions. The parameter θ can be chosen to be any angle.

3.3.4 Optimization

We proceed to conduct parameter optimization on the pseudo ground truth im-

age and the synthetic noisy image model. As discussed in Section 3.3.2, the

mean value of the noisy image is biased from the ground truth. We should first

remove this bias before optimization. Since AD filtering does not change the

mean value of the image, a simple method can be derived from Eq. (3.11) to
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obtain the bias-corrected image Iub from the diffused image Idiff :

Iub (x, y) =
√∣∣I2

diff (x, y)− 2σ2
n

∣∣, (3.16)

Parameter optimization is done by minimizing an error function between

the ground truth image I and the bias corrected image Iub. Here, we adopt the

commonly used mean square error (MSE) as the error function:

MSE =
1

N

∑
(Iub (x, y)− I (x, y))2 , (3.17)

where I (x, y) is the intensity at pixel (x, y) of the pseudo ground truth image

and N is the number of pixels in the image. By minimizing MSE, we obtain

the optimal parameters for the synthetic image model. As explained earlier, the

estimated parameters should also be near optimal for the real images, which is

confirmed by our experiments.

3.3.5 Post-processing

After parameter optimization, the diffusion model in Section 3.2 with the esti-

mated parameters is applied to the noisy image. The output image is biased due

to Rician noise. We obtain the un-biased output with Eq. (3.16).

We observe that noise in the homogenous regions is effectively removed,

but not at the edges. This is because diffusion is prohibited at points with high

gradient values. By applying a 3 × 3 median filter at the final stage for noisy

images with σn > 5, we can effectively remove the noise at the edge regions

without significant blurring.
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3.4 Experimental Resutls

3.4.1 Synthetic Images

To validate our method, we use the simulated MRI volume for the normal brain

from BrainWeb (Cocosco et al., 1997). This is a T1 image with 1mm× 1mm×

1mm voxel resolution and 8 bit quantization. We conducted the experiments on

181×217 2D slices. The original noise-free data is taken as the ground truth. To

simulate the noisy image we add different levels of noise to the original image

using the method described in Section 3.3.

3.4.1.1 Parameter Decreasing Rate

The first experiment is conducted to find the proper decreasing rate for the dy-

namic parameters in Section 3.2, i.e., to select the values of α and β in Eqs.

(3.7) and (3.8), respectively. In this experiment, parameters are manually tuned

to be optimal. Then, we compare the MSE convergence curve for different de-

creasing rates. Some examples are shown in Fig. 3.2(a). When α and β are too

small, the parameters will decrease too quickly to fully remove the noise, and

thus the MSE will be large, as shown by the blue curve in Fig. 3.2(a). How-

ever, when α and β are too large, the parameters will decrease too slowly, which

will cause over-diffusion (increase in MSE) as shown in Fig. 3.2(a) by the red

curve. Therefore, the optimal decreasing rate is chosen such that they give small

MSE while not causing over-diffusion. Based on this, we select the parameter

values of α = 10 and β = 10. As shown in Fig. 3.2(b), the diffusion results

on different noise levels using this decreasing rate do not show any significant

over-diffusion.
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Figure 3.2: Experiments on dynamic parameter decreasing rate. (a) The MSE
convergence curves with different decreasing rates on image with σn = 5. (b)
The MSE convergence curves for different noise levels using the decreasing rate
α = 10 and β = 10.
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For the convergence of our scheme, we refer to Fig. 3.2(b), which shows

that for different noise levels, our method converges within 5 iterations.

3.4.1.2 Comparative Study

We also compared our method with state-of-the-art filters for MR image de-

noising. Specifically, we consider the following methods.

1. Automatic parameter selection anisotropic diffusion (AADM), which is the

method proposed in this thesis.

2. Scalar Rician noise reducing anisotropic diffusion (SRNRAD) by Krissian

& Aja-Fernández (2009), using parameters suggested by the author.

3. LMMSE estimator proposed by Aja-Fernández et al. (2008), using 5 × 5

windows for filtering and noise estimation.

4. Nonlocal means algorithm (NLM) (Buades et al., 2005), using parameters

suggested by Manjón et al. (2008).

5. Unbiased nonlocal means algorithm (UNLM) (Manjón et al., 2008), using

11× 11 search window, 5× 5 similarity window, and parameter h = 1.2σn.

6. The original anisotropic diffusion algorithm by Perona & Malik (1990) (ADPM).

The conductance parameter λ is set as 90% value of the histogram of image

gradient magnitude as suggested in the original paper.

7. The original anisotropic diffusion algorithm by Perona and Malik, using the

parameter selection method proposed by Black et al. (1998); Samsonov &

Johnson (2004), denoted ADBL. λ is set as cσn, where c is decided according
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to the diffusion function used. For the diffusion function used in Perona and

Malik’s model, λ = 2σn.

To quantitatively evaluate the restoration performance of these methods, we

used three quality indexes:

1. Mean square error (MSE), which measures the pixelwise difference between

the ground truth image and the de-noised image. It is the most often used

index for evaluating de-noising performance.

2. Structural similarity (SSIM) index (Wang et al., 2004), which is a structural

degradation index. It measures luminance, contrast and structure similarity.

3. Quality index based on local variance (QILV) (Aja-Fernández et al., 2006),

which is another structural degradation index. Compared to SSIM, QILV is

more sensitive to possible edge blurring rather than the level of noise.

Among these three indexes, MSE measures the overall similarity, SSIM the

de-noising ability, and QILV the edge preserving ability. For SRNRAD and

LMMSE, since they are only defined for Rician noise distribution, the back-

ground is not taken into account in the quantitative measurements.

The quantitative results are shown in Table 6.1 and Fig. 3.3, and the ex-

amples of the diffusion results in Fig. 3.4. Generally speaking, the unbiased

algorithms perform better than the biased algorithms. The three biased algo-

rithms show very similar results. Among the unbiased algorithms, we note that

UNLM is the optimal filter when noise level is low, but it tends to blur the edges

at higher noise levels. On the other hand, LMMSE preserves most of the edge

information, but at the same time leaves some noise untouched. The scheme
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σn Noisy AADM SRNRAD LMMSE UNLM NLM ADPM ADBL
5 32.52 14.15 14.90 18.43 7.81 19.614 39.16 24.00

10 131.65 31.18 38.18 58.23 22.28 72.59 87.37 85.47
15 290.60 48.86 62.50 101.96 47.22 160.74 165.83 170.02
20 513.70 76.43 90.18 150.36 84.09 288.95 291.55 286.53
25 808.85 108.36 121.38 205.78 132.80 458.36 436.47 435.50

σn AADM SRNRAD LMMSE UNLM NLM ADPM ADBL
5 0.9768 0.9756 0.9644 0.9871 0.8287 0.7984 0.8210

10 0.9569 0.9457 0.8981 0.9609 0.7726 0.7554 0.7596
15 0.9362 0.9137 0.8402 0.9226 0.7208 0.7200 0.7212
20 0.9046 0.8804 0.7769 0.8745 0.6653 0.6848 0.6848
25 0.8750 0.8479 0.7196 0.8337 0.6156 0.6553 0.6510

σn AADM SRNRAD LMMSE UNLM NLM ADPM ADBL
5 0.9983 0.9983 0.9983 0.9975 0.9947 0.9593 0.9965

10 0.9763 0.9953 0.9934 0.9872 0.9703 0.9472 0.9726
15 0.9715 0.9887 0.9853 0.9631 0.9131 0.9224 0.9099
20 0.9686 0.9807 0.9723 0.9281 0.8285 0.8127 0.8177
25 0.9549 0.9645 0.9479 0.8344 0.6690 0.7083 0.6746

Table 3.1: MSE, SSIM, and QILV index for the synthetic image experiments on
state-of-the-art methods. The best value for each noise level is highlighted. The
proposed sheme (AADM) shows ballanced results in terms of noise removal and
edge preservation.

proposed in this thesis (AADM) together with SRNRAD outperforms the other

techniques. Both obtain balanced results in noise removal and edge preserving.

Our method gives better results than SRNRAD for both the MSE and SSIM,

while SRNRAD gives slightly better results in QILV, i.e., in preserving details.

From Fig. 3.4, we can see that our method gives diffusion results that are very

close to the ground truth image, while the one with SRNRAD is slightly noisy.
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Figure 3.3: MSE, SSIM, and QILV index for the synthetic image experiments on
state-of-the-art methods. The proposed scheme (AADM) shows ballanced results
in terms of noise removal and edge preservation.
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Figure 3.4: The diffusion results of different denoising filters on the synthetic
image with a Rician noise of standard deviation σn = 15. From top to bottom
and left to right, they are the noisy image, noise free image, results of AADM,
SRNRAD, LMMSE, UNLM, NLM, ADPM, and ADBL.

65



PRE-PROCESSING FOR MR IMAGE DENOSING AND
ENHANCEMENT

SRNRAD has been proven successful in noise removal in MR images. It

obviates the need to choose the main parameter of the AD filter and can be

easily extended to structure oriented diffusion as presented by Krissian & Aja-

Fernández (2009). However, in our experiments, we still find some limitations

of SRNRAD. First, as emphasized in Krissian & Aja-Fernández (2009), SRN-

RAD relies on the assumption of a Rician distribution. Thus, for dark regions

where the distribution is close to Rayleigh, the noise is not fully removed, as

can be seen in both Fig. 3.4 and Fig. 3.9. For example, in Fig. 3.9, some noise

points inside the colon are even enhanced, which makes the prominence of the

colon wall less distinguishable. This may make further computer based analy-

sis such as colon reconstruction difficult, while our method works well in this

case. Second, SRNRAD does not give consistent performance in 2D images be-

cause fewer pixels are involved in the estimation of local statistics. Our method

does not suffer from these problems. In conclusion our method performs better

in noise removal and gives satisfactory results in situations where SRNRAD is

likely to perform poorly, such as in 2D images and dark image regions.

We also compare our method with two traditional parameter selection meth-

ods for AD filter, i.e., ADPM and ADBL. The results show clearly that our

method outperforms these two methods. The reason is that if the gradient mag-

nitudes of edge and noise points overlap, the parameter cannot be selected using

the gradient magnitude histogram. For the ADBL, the parameter is only depen-

dent on the noise level and does not take into account edge information in the

image. Thus, it is also inaccurate.
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3.4.1.3 Robustness to Pre-classification Method

In this section, we will demonstrate that our method is robust to parameter se-

lection and the results of the pre-classification method, and performs well on

different MR images.

For the modified FCM method used in our scheme, there are two parameters,

the neighborhood factor ν and the prototypes V (the set of initial class centers).

According to the original paper (Ahmed et al., 2002), ν = 0.7 is optimal for

most of the cases. For low-SNR images, in our case σn ≥ 25, ν is set to 0.85.

Thus, the only parameter we should consider is V . We test our method on the

synthetic image with different prototype selection to show the robustness of our

method.

1. Optimal parameters estimated on real ground truth image, denoted Real,

which shows the best performance we can obtain using our diffusion model.

2. Parameter estimated using our method with different initial class numbers,

denoted 2 classes, 3 classes, 4 classes, and 6 classes, respectively.

3. For comparison, we also show the results using SRNRAD.

Fig. 3.5 shows the quantitative results of our method with the above prototype

selections. As we can see, even with very rough classification, i.e., 2 classes,

our method still performs well and gives results that are consistent with previous

experiments. For all the different prototype selections, the results of our method

are very similar and close to the results obtained with optimal parameters, which

indicates that our method is robust to parameter selection and the results of the

pre-classification method.
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Figure 3.5: MSE, SSIM, and QILV index for results of our method with dif-
ferent pre-classification results. Results show that our method is robust to pre-
classification results. The comparison results with SRNRAD are consistent with
the conclusion in previous section.
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To show that our method is well behaved on images with complicated in-

tensity information, we test our method on the real colon MR image (Fig. 3.6).

In this case, we pre-classify the image with 3, 4, and 5 classes. As we can see,

the noise is removed and the details are well preserved in all cases. As stated

previously, our method needs only the rough contrast information. Thus, for a

complicated image, we only need to extract some major intensity levels, which

is rather easy to achieve.

The reason why our method is robust to the classification results can be

explained by Fig. 3.8, which shows the parameter ranges of our AD filter for

the three images in Fig. 3.7 with different noise levels. One observation is that

for different images the parameter range for each noise level is different, which

explains why previous parameter selection methods based on noise level, such

as Black et al. (1998), tend to fail. The other observation is that the parameter

range increases with the noise level. When the noise level is low, all different

segmentation methods tend to produce accurate classification results, and hence

similar pseudo ground truth images. When the noise level is high, different

segmentation methods may produce different classification results (i.e., some

are more accurate than others) for generating the pseudo ground truth image.

However, their final results can still be similar because of the wider parameter

range.

In conclusion, we have demonstrated that our method is not sensitive to the

result of classification. Moreover, the parameter selection for the classification

method is also very intuitive. We also proved that our method can work easily

on MR images with complicated intensity distributions.
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Figure 3.6: Diffusion results on the colon MR image with different pre-
classifications. The first column shows the classification results with 3, 4, and 5
initial prototypes, respectively. The second column shows the zoom-in diffusion
results based on corresponding classification results. See Fig. 3.9 for the original
noisy image.
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(a) (b)

(c)

Figure 3.7: Three noise free images used to test the parameter ranges for different
noise level. (a) The brain slice. (b) The nose slice. (c) The Lena image.
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Figure 3.8: Parameter range for images in Fig. 3.7. For each noise level, the
figure shows the acceptable parameter range which gives the MSE smaller than
ε × (1 + 3%), where ε is the minimum MSE value for given noise level obtained
with real ground truth image. From top to bottom is the parameter range for brain
slice, nose slice, and Lena image, respectively.
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3.4.2 Real Images

Besides experiments on the simulated MR images, we also validate our parame-

ter selection method on real MR images. To show the robustness of our method

with real images, in all our examples, we use the same classification parameters:

neighborhood factor ν = 0.7 and prototypes V = {0; 25; 50; 100; 150}. Figs.

3.9, 3.10, and 3.11 show the diffusion results of different MR images using our

scheme. It is evident that most of the noise is removed without blurring of edges.

As shown in Fig. 3.9, even the very faint links are preserved as highlighted by

the write circles in the zoom-in images. These experiments demonstrate that the

proposed method can be effectively applied to different MR images.

3.5 Conclusion

The goal of this chapter is to address the de-noising problem for MR volume im-

ages using AD filtering with automatic parameter selection strategy. Traditional

parameter selection methods for AD filters are either time consuming (manu-

ally tuned) or limited to specific diffusion models (Black’s method (Black et al.,

1998)). In our method, we extract the contrast and noise information from the

noisy input image to generate a synthetic image model that is representative of

the real image. We then optimize the parameters on the synthetic model. Since

the synthetic model contains all the information needed to determine the param-

eters of the AD filter, the parameters optimized on the synthetic model are also

optimal for the real image. From experiments on simulated MR images, we are

also able to determine a proper decreasing rate for the dynamic parameters as

well as the parameter search range.
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Figure 3.9: Diffusion results on the colon MR image and the zoom in images. The
first column shows the noisy image, results of AADM and SRNRAD. The second
column shows the zoom in image of the corresponding one. The faint links in the
images are highlighted.

74



3.5 Conclusion

(a) (b)

Figure 3.10: Diffusion results on the mandibular MR image. (a) The noisy image.
(b) The diffused image with our method.

(a) (b)

Figure 3.11: Diffusion results on the knee MR image. (a) The noisy image. (b)
The diffused image with our method.
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The experimental results on both simulated and real images demonstrated

that the results of our method is similar to those obtained with manually tuned

parameters. Our diffusion scheme outperforms other MR de-noising methods

both qualitatively and quantitatively. Furthermore, our diffusion results are

much better than those using traditional automatic parameter selection meth-

ods. Furthermore, the proposed scheme is sufficiently general to be used with a

variety of diffusion models for improved noise reduction. The diffusion results

on real MR images demonstrate that our approach is suitable for MR image

de-noising in different organs.
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Chapter 4

Volume Image Registration Based

Mesh Morphing

This chapter presents a novel solution for automatic patient-specific FE mesh

generation based on volume image registration. A 3D deformation field is de-

rived directly from the registration of the atlas and patient medical images and

then used to deform the atlas mesh to fit the patients’ morphology. This method

improves existing methods of surface registration based mesh generation by

eliminating the tedious image segmentation step. It also utilizes the rich inten-

sity information in the volume image to achieve a more accurate substructure

registration.

4.1 Introduction

The goal of this chapter is to enhance existing mesh morphing technique by de-

veloping a one step, automatic method that generates patient-specific FE meshes
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directly from the patient’s medical image without resorting to image segmenta-

tion. The basic idea is that instead of deforming the atlas mesh to fit the seg-

mented patient anatomy surface, all the information in the volume images of

the atlas and patient is used in the registration to derive a 3D deformation field,

which is then used to deform the atlas mesh.

The main advantage of image registration based mesh morphing is that it

eliminates the tedious and time consuming segmentation step, and combines the

traditional segmentation and mesh morphing into a single procedure. The use of

image registration instead of surface registration increases the organ representa-

tion accuracy as the deformation computation relies on the entire data range of

the medical image and not only on the surface distance. Consequently, biolog-

ical information carried by material intensity correspondence leads to more re-

alistic registration compared with the surface based approach where only shape

information is considered. Last but not the least, this method makes the com-

putation of the deformation field independent of the configuration of the atlas

mesh. Thus, any refinement (defining new sub-structures, etc.) on the atlas

mesh structure can be automatically transferred to the patient specific meshes

without altering the mesh morphing procedure itself as all the information is

already contained in the 3D transformation field derived from the volume im-

age registration. In surface or landmarks based registration schemes, if a new

feature needs to be modeled in the atlas mesh, it will also have to be segmented

or located in every patient’s dataset in order to be properly registered, and the

transformation field also needs to be re-computed.

To our knowledge, the application of intensity based volume image regis-

tration to FE mesh morphing is not well established. Image based FE mesh
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morphing has recently been proposed by Barber et al. (2007) and Lamata et al.

(2011). However, these methods work on either segmented binary images or

idealized synthetic images and thus suffer the same limitations of existing sur-

face based methods as none of them takes advantage of the intensity information

in the real medical volume image. Their registration algorithm does not guar-

antee C1-diffeomorphism transformation which is essential for preserving the

quality of the deformed mesh. Moreover, given that both proposed methods rely

on the sum of square of the differences of voxel intensity (SSD) cost function,

they can hardly be extended to multi-modality registration.

Although the application of intensity based volume image registration meth-

ods in FE mesh generation has not been fully investigated, it has already been

widely used in inter-subject atlas registration problem, for example, in car-

diac (Li & Sun, 2009; Zhuang et al., 2008a,b) and brain (Hellier et al., 2001;

Rueckert et al., 2001; Wu et al., 2006) segmentation. In these applications, an

atlas is first constructed manually or statistically on a reference data. And dif-

ferent anatomical structures are labeled. By registering the reference data to the

patient data, the labels are matched with the voxels of the patient data to ob-

tain a full segmentation. Our problem is similar to this atlas based automatic

segmentation problem in that both need to seek the inter-patient deformation

by registering the atlas and patient volume images. In these applications the

process of finding the transformation between the atlas image and the patient

image can also be seen as the process of segmenting the patient image. Thus, by

replacing the surface registration based mesh morphing with the image registra-

tion based method, we can combine the traditional segmentation and registration

mesh morphing procedures into a single step.
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The main challenge in applying image registration to FE mesh generation,

which is different from other image registration applications, is that the defor-

mation will cause distortion in the FE mesh elements as mentioned earlier. In

traditional applications such as image registration based automatic segmenta-

tion, the only concern is to register organs of different subjects as accurately

as possible, while the resulting deformation field is seldom used or analyzed.

Transformation regularity constraints are introduced to make the registration

converge to a single result. Our goals in the mesh registration process are not

only to accurately match the atlas FE mesh with the patient geometries but also

to preserve the quality of the mesh for finite element analysis. However, there

is often a trade-off between registration accuracy and mesh quality. The higher

the geometrical representation accuracy, the larger the element distortion. To

reduce the distortion caused by the registration process, some constraints are

needed for the deformation regularity of the non-rigid registration. In the surface

based mesh registration method (Bucki et al., 2010), C1-differentiable, one-to-

one and no-folding constraints were imposed on the displacement field to reduce

element distortion. Apart for deformation regularization, a mechanical regular-

ization was also used in Bucki et al. (2010). The change in potential elastic

energy of the mesh is measured at each elementary deformation. The aim is

to achieve the largest registration energy (similarity metric) decrease with the

smallest increase in the potential elastic energy in the mesh. This will help pre-

serve the mechanical stability of the FE mesh.

As an extension of existing mesh morphing techniques, in this chapter, we

present a general solution for automatic patient-specific FE mesh generation

based on volume image registration. The main contributions are (1) the inves-
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tigation and application of a non-rigid volume image registration method to FE

mesh morphing, which is efficient, fulfills all the regularity requirements for

mesh morphing algorithm (Bucki et al., 2010), i.e., C1-diffeomorphism, is non-

folding, and can be easily extended to different similarity metrics; and (2) the

introduction of a smoothness constraint that reduces FE mesh distortion caused

by the registration, thus resulting in an even better mesh quality than that yielded

by surface based registration.

The rest of the chapter is arranged as follows. Section 4.2 describes the

overall scheme of the proposed method. Section 4.3 presents the volume image

registration method, which includes multi-level affine pre-registration, B-spline

free-form deformation, and the deformation regularity constraints used to avoid

excessive distortion in the generated FE mesh, followed by the optimization

method used to achieve fast registration. Section 4.4 presents the atlas mesh

warping process with the obtained 3D deformation field from the image regis-

tration to generate patient specific FE meshes. Section 4.5 describes the method

to correct the irregular or low quality elements in the generated patient meshes

resulting from the deformation so that they can be used in further FE analysis.

4.2 Overview

The overall scheme of the proposed mesh morphing method is illustrated in

Fig. 4.1. An atlas mesh is first manually generated from a typical medical im-

age representing the target organ so as to include any necessary sub-regions us-

ing specific element types, with the desired density, orientation and refinement.

However, there are some cases where the atlas meshes are not directly generated
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from a specific subject’s anatomies. For example, the atlas meshes can also be

generated from anatomical knowledge and/or from post-mortem data (such as

the data from the Visible Human project). In these cases, step 1 in Fig. 4.1 needs

to be inverted. A synthetic binary image can be generated from the atlas mesh

by using a surface voxelization method such as the one used in Section 6.2. If

sub-structures are considered, more sophisticated synthetic medical image gen-

eration methods should be used. Although capable of handling both situations

(with or without original medical images), the main strength of our method com-

pared to traditional surface based mesh morphing lies in these situations where

the medical images for both the atlas and patient are available, which is often

the case for clinical applications.

After obtaining the medical images for both the atlas and the patient, instead

of segmenting the patient medical image to obtain the patient organ surface

and then deforming the atlas mesh to fit it, we propose to first derive the 3D

displacement field implicitly from the volume image registration of the atlas

image and the patient image, and then deform the atlas mesh according to the 3D

displacement field. The manual assembly of an atlas mesh is beyond the scope

of this thesis. We will mainly discuss step 2 and step 3, namely the volume

registration of the images and deformation of the atlas mesh.

In this scheme, no patient image segmentation is required. This method not

only registers the outer anatomical surfaces but also moves the material points

within the image volume according to the image content (gray level values) thus

providing a more realistic displacement for the inner nodes of the mesh.
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Figure 4.1: Overview of image based FE mesh morphing.
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4.3 Volume Image Registration

The volume image registration process in our scheme, i.e., step 2 in Fig. 4.1,

consists of two steps: a global alignment by rigid or affine registration followed

by a local alignment by non-rigid registration. The two images are first pre-

aligned using a global transformation, for example, multi-level affine transfor-

mation, to remove the position and scale difference of the two subjects. Then, a

non-rigid registration is used to compensate for local inter-patient morphologi-

cal differences.

The displacement field produced by image registration is backward transfor-

mation, which means that by deforming the image features in image A to fit the

features in image B, we are actually moving the physical points in image B to

the corresponding points in image A. Thus, in order to deform the atlas mesh

toward the patient geometry, we set the patient image as the source (moving)

image and the atlas image as the target (fixed) image. Therefore, by deforming

the patient image to the atlas image we can obtain the deformation field that de-

forms the nodes of the atlas mesh towards the patient geometry. The deformed

image resulting from the global transformation is used as the input image for

non-rigid registration.

4.3.1 Intensity Based Multi-level Affine Registration

To compensate for the global position and scaling differences between the atlas

and the patient image data, we first conduct global pre-registration. The pre-

registration can be image intensity based or landmark based (chosen automati-

cally or manually by the clinicians). The simplest choice for the transformation
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is a rigid transformation which is parameterized by 6 degrees of freedom. A

more general class of transformation is affine transformations, which have 6 ad-

ditional degrees of freedom, describing scaling and shearing. The selection of

the pre-registration method can be flexible according to the specific clinical ap-

plication. For example, in some clinical cases, some feature points in the organ

of interest can be easily identified across patients, and thus, landmark based reg-

istration method may be preferred as it requires less time than image intensity

based methods.

In our scheme, we chose a general method which is applicable to different

clinical situations, i.e., the multi-level intensity based affine registration. The

affine transformation can be written as

TG(x, y, z) =


θ11 θ12 θ13

θ21 θ22 θ23

θ31 θ32 θ33




x

y

z

+


θ14

θ24

θ34

 , (4.1)

where the coefficients θs parameterize the 12 degree of freedom of the transfor-

mation.

The parameters of the affine transformation are optimized on some similarity

metric which measures the similarity or matching accuracy of the target image

and the source image deformed by the current transformation. The similarity

metrics used here are image intensity based and are the same as the one used in

the non-rigid registration (Section 4.3.2.2). As the parameter number is small,

the parameters are optimized on the similarity metric using traditional gradient

descent.

When computing the image similarity metric, we used a Gaussian pyramid

85



VOLUME IMAGE REGISTRATION BASED MESH MORPHING

for the image data. For each pyramid level, the images are smoothed with a

Gaussian kernel and then re-sampled by a factor of 2N−i, where N is the total

pyramid level number, and i is the current pyramid level number. Typically,

three image levels are sufficient for most of the case. Thus, in all our experi-

ments three image levels are used. The affine transformation is first optimized

on the smallest image (highest image level) to obtain rough estimation of the

parameter values. When it reaches the optimal point, larger images are used

and more image details are included to achieve a more accurate estimation of

the transformation parameters. By using a multi-level method, we can reduce

the computational time, as the parameter optimization on a small image is much

faster. Furthermore, by removing details at the beginning the optimization can

be kept from been trapped in local minima.

Rigid and affine transformations are intrinsically regular, i.e., they will not

cause space folding, and thus will not generate irregular elements in the patient

FE mesh. Therefore, we do not need to add any regularization in this part.

4.3.2 Non-rigid Volume Image Registration

The anatomical variability between subjects cannot be sufficiently explained by

the above affine transformation which only accounts for differences due to po-

sition, orientation and size of the anatomy. To capture the inter-patient local

morphological variability, it is necessary to employ a non-rigid transformation.

Unlike the affine transformation, a non-rigid transformation will often cause

space distortion, which will result in irregular or low quality elements in the

generated patient FE mesh, which makes it unsuitable for further FE analysis.
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The goals of mesh registration are not only to accurately match the atlas FE

mesh with the patient morphology but also to preserve the regularity and quality

of the mesh for subsequent FE analysis. It is accepted that, to prevent excessive

FE mesh distortion, the registration algorithm used in mesh morphing should be

a C1-diffeomorphism (Bucki et al., 2010). In medical image registration, there

are two popular non-rigid diffeomorphic registration methods: the diffeomor-

phic B-spline free-form deformations (FFDs) (Rueckert et al., 2006) and the

diffeomorphic demons (Vercauteren et al., 2009).

To implement our scheme, a time efficient implementation of the diffeomor-

phic FFDs proposed in Glocker et al. (2008) is chosen. The reasons are: (1) it is

a natural extension of our previous surface based algorithm which is also FFD

based; (2) the transformation field of the FFD is more regular than the trans-

formation field from the fluid like demons as it is controlled by the underlying

interpolation function; (3) the implementation method can encode any similarity

measure without customization of the optimization method, which makes it con-

venient to extend our scheme to multi-modality registration. The details of the

diffeomorphic FFDs, the implementation method and the optimization method

are presented in Rueckert et al. (2006), Glocker et al. (2008), and Komodakis

et al. (2007), respectively. Here we provide a summary of the methods with an

emphasis on their specific application to our FE mesh morphing scheme.

4.3.2.1 Free-Form Deformation

We set the atlas image as the target (fixed) image g and the patient image de-

formed by the above affine transformation as the source image (moving) f . A

virtual deformable grid G is superimposed onto the target image, i.e., the atlas
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image. This grid is used to manipulate the movement of the points in the atlas

image. The deformation space is parameterized in this way to reduce the de-

grees of freedom, thus reducing computation complexity. The transformation

of the image pixel x = (x, y, z) in the target image can be expressed using the

B-spline interpolation of the displacement of the grid control points as

TN(x) = x +D(x) (4.2)

with

D(x) =
3∑
l=0

3∑
m=0

3∑
n=0

Bl(u)Bm(v)Bn(w)di+l,j+m,k+n, (4.3)

where i = bx/δxc − 1, j = by/δyc − 1, k = bz/δzc − 1, u = x/δx − bx/δxc,

v = y/δy − by/δyc, w = z/δz − bz/δzc and δx, δy, δz denote the control point

spacing and where di,j,k is the displacement of the grid control point with index

[i, j, k], which is also known as the transformation parameter, Bl is the lth B-

spline basis function measuring the contribution of the control point to the dense

displacement field D, and T is the transformation.

The performance of the FFD registration method is limited by the resolution

of the control point grid. A coarser control point spacing models a more global

and smoother deformation while a finer control point spacing models a more

localized and less smooth deformation. In order to cover a wide range of trans-

formations, multi-level FFDs are used. The deformation starts with a coarser

control point spacing. When the algorithm reaches its optimum for the current

grid configuration, the control point spacing is reduced by a factor of two (in

each dimension) to form a finer grid. For each level of control point spacing,

several optimization cycles are performed to model a large deformation. Af-
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ter each optimization cycle, an elementary transformation field is obtained and

the control points return to their original position. The final transformation is

obtained by the composition of all the elementary deformations as

TN(x) = TNJ
J ◦ · · · ◦ T 1

J︸ ︷︷ ︸
GJ

◦ · · · ◦ TN1
1 ◦ · · · ◦ T 1

1︸ ︷︷ ︸
G1

, (4.4)

whereGj, j = 1, · · · , J are successive grid levels, and T ij , i = 1, · · · , Nj are el-

ementary deformations obtained in each optimization cycle at grid level j. Such

a multi-level compositional FFDs allows us to use the diffeomorphic constraints

in Section 4.3.2.3. The grid levels and the initial control point spacing deter-

mine the overall deformation scale and smoothness thus should be customized

according to different applications. For the images that are properly pre-aligned

by a global transformation, a initial spacing of 20mm and 3 refinement levels

can be sufficient for an accurate local registration (Glocker et al. (2008)).

4.3.2.2 Similarity Metric

The optimal transformation is found by minimizing a similarity metric which

represent the current similarity of the deformed image and the target image w.r.t.

the transformation parameters, i.e., the displacements of the grid control points.

The implementation of our method does not depend on the similarity metric

and different similarity metrics can be used. There are generally two kinds of

image similarity metric: one is mono-modality metric such as the squared inten-

sity differences (SSD), sum of absolute difference (SAD) and normalized cross-

correlation (NCC). The other is the multi-modality metric such as the normal-

ized mutual information (NMI) (Studholme et al., 1999). The mono-modality
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metrics are used to register images with the same modalities, such as CT to CT

and MRI to MRI. While the multi-modality methods are used to register images

with different modality such as CT to MRI. Since our method is meant to be

applicable in both situations, two metrics are used in our experiments.

For mono-modality registration or same modality registration, the absolute

difference (SAD) is used, which can be expressed as

Edata(TN) =
∑
x∈Ω

|g(x)− f(TN(x))|, (4.5)

where Ω is the domain of the target image g and x is a pixel inside this domain, f

is the deformed patient image resulting from the global registration. The symbol

|·| is the absolute value of the intensity difference of two corresponding points.

Compare with the squared intensity difference (SSD) metric, the SAD metric is

less sensitive to noise and outliers.

For multi-modality registration or different modality registration, the NMI

metric is used, which is defined as

Edata (A,B) =
H (A) +H (B)

H (A,B)
, (4.6)

where H (A), H (B) denote the marginal entropies of image A, B (target image

g and deformed source image fTN ) and H (A,B) denotes their joint entropy,

which is calculated from the joint histogram of A and B. This normalization

form is devised to overcome the sensitivity of mutual information to change in

image overlap (Studholme et al., 1999).
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4.3.2.3 Diffeomorphism and Regularization

As mentioned earlier, meshes deformed by non-rigid registration are often prone

to element distortion. One adverse effect is that it may cause some elements to

loss their regularity, thus preventing FE analysis from being carried out (Luboz

et al., 2005). Another effect is that it may decrease the element shape quality for

some elements, which leads to lower accuracy in numerical simulations (Field,

2000; Kwok & Chen, 2000; Shewchuk, 2002). For a detailed description of ele-

ment regularity and quality, readers can refer to Section 2.1.3.2, or Section 4.5.

Although the irregular and low quality elements can be untangled by manual

reparation or automatic relaxation procedures (Bucki et al., 2011), when the

distortion is large, the element may become irreparable, or even if reparable it

may greatly change the current morphology of the mesh, thus reducing the rep-

resentation accuracy. Therefore, in our scheme, it is very important to control

the distortion of the generated patient mesh when computing the deformation

field. In a previous surface based method (Bucki et al., 2010), several smooth-

ness requirements have been proposed for the deformation field produced by

the mesh morphing algorithm: C1-differentiable, non-folding and invertible,

i.e., C1-diffeomorphism. In this scheme, the C1-differentiable requirement is

inherently satisfied by the B-spline basis function used. This formulation of

shape functions also guarantees the differentiability of the deformation func-

tion throughout the domain. To achieve the diffeomorphic requirement, i.e.,

bijection and differentiable, we adopt the hard constraint proposed in Rueck-

ert et al. (2006). For each elementary deformation T ij in Eq. (4.4), we restrict

the displacement of control points to 0.4 times the current control point spac-

91



VOLUME IMAGE REGISTRATION BASED MESH MORPHING

ing (Rueckert et al., 2006). This ensures the diffeomorphic nature of each ele-

mentary deformation, and since we compose the elementary deformations (and

the composition of two diffeomorphisms produces a diffeomorphism), the final

transformation is a diffeomorphism as well.

However, the non-folding constraint of the transformation field does not pre-

serve the mesh elements from potential distortions. In fact, it is a local property

ensuring that the local space at every point is not folded. For a linear FE mesh

defined on a larger scale, this property does not hold. Thus, irregular and low

quality elements may still appear in the patient-specific FE mesh after the reg-

istration process. In order to further reduce space distortions, we introduce an

additional regularization term for the deformation field as

Esmooth(TN) =
∑
p∈G

∑
q∈N(p)

|dp − dq|2, (4.7)

where dp is the displacement for control point p and N represent the set of

control points in the neighborhood of p. This neighborhood is defined as the set

of points connected by an edge of the control grid to point p. This regularization

term ensures that the displacements applied to two neighboring control points

tend to move in a similar direction. Here we impose this regularization term

on the entire displacement field instead of the current elementary displacement

field to ensure the smoothness of the final deformation field. The details are

described in Section 4.3.2.4.

The complete cost function associated with our registration problem is then
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defined as the sum of the data and smoothness terms in Eq. (4.5) and Eq. (4.7):

Etotal(TN) = Edata(TN) + λEsmooth(TN), (4.8)

where λ is a weighting parameter which controls the influence of the regulariza-

tion term. The transformation parameters are then optimized on this cost func-

tion by an appropriate optimization method such as the widely used gradient-

descent (Rueckert et al., 1999) or quasi-Newton (Klein et al., 2007). Both opti-

mization methods require the computation of the derivative of the cost function

with respect to the transformation parameters, which makes the optimization

process dependent on the form of the cost function, i.e., it needs to be cus-

tomized when using a different similarity metric. Furthermore, calculating the

derivative can be time consuming. It usually takes hours for a volume image

registration by using these optimization methods (Glocker et al., 2008), which

becomes a major drawback for the application of the FFD image registration

method in a clinical environment, where the time window for FE mesh genera-

tion is short.

4.3.2.4 Optimization Through Markov Random Field Formulation

To address the above problems, we adopt a recently proposed optimization

method for FFD registration (Glocker et al., 2008), which does not require

derivative of the cost function, while makes it independent of similarity metrics

and much more computationally efficient than traditional optimization methods.

The idea of this method is to project both parts of the cost function in Eq. (4.8)

back to the level of control points, so that it becomes a function dependent di-
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rectly on the displacements of the control points instead of pixels. Then by quan-

tizing the displacement space for each control point and associating the quan-

tized displacement vectors with labels, the cost function minimization problem

becomes an optimal labeling problem, which then can be efficiently solved by

an existing optimization technique. In this section we will briefly introduce the

link between the minimization problem in Eq. (4.8) and the labeling problem,

as well as the specific parameter setting used in our scheme. Details of the

reformulation and the optimization method are given in Glocker et al. (2008);

Komodakis et al. (2007).

First of all, the continuous displacement space for the control points is sam-

pled to form a discrete set of displacement vectors Θ = {d1, . . . ,di}, which is

associated with a discrete set of labels L = {l1, . . . , li}. In this way, assigning

a label lp to a control point p is associated with displacing this control point

by the displacement vector dlp . In our scheme, a sparse sampling method is

used. The displacements along the main axis x, y, z are sampled by a factor of

n from the zero displacement up to the maximum displacement, i.e., 0.4 times

the current control point spacing, thus, resulting in 6n + 1 labels (including the

zero-displacement vector).

To reformulate the energy minimization problem in Eq. (4.8) into a multi-

labeling problem, the similarity function defined on the image pixel level in

Eq. (4.5) should be projected back to the control points level by a weighting

function

η̂(|x− p|) =
η(|x− p|)∑

y∈Ω

η(|y− p|)
, (4.9)

where η̂(·) represents the influence of an image point x on control point p, and
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η(·) represents the influence of a control point p on an image point x. Specifi-

cally, the weighting function η(·) which measures the influence of the a control

point p on an image point x is the B-spline function used in Eq.( 4.3), while η̂(·)

can be seen as a kind of inverse function of η(·). Both these functions are func-

tions of the distance between control point p and image pixel x, which means

that when the distance between these points is smaller, they will have a larger

influence on each other.

Taking the SAD similarity metric as an example, the data term in Eq. (4.5)

projected back onto each control point p can be expressed as

Vp(lp) =
∑
x∈Ω

η̂(|x− p|) · |g(x)− f(T t−1(x) + dlp)|, (4.10)

where Vp(lp) is the data term (similarity measure) projected back onto control

point p, which is a function of the labeling (displacement) of point p. T t−1

is the current total transformation, dlp is the next elementary displacement of

the control point p to be optimized, and the data term projected back on each

control point p is expressed as the weighted combination of all the data cost of

the pixels that have an influence on it.

Obviously, the above projection method of the data term is only valid for

point-wise similarity measures, such as the SAD metric. For more complex

and statistical measure, such as the NMI metric, the projection of the similarity

metric on the grid points should be computed slightly differently. First, another
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version of the back projection function η̂ is defined as

η̂(|x− p|) =

 1, if η(|x− p|) > 0

−x otherwise
(4.11)

Basically, this will mask pixels influenced by a control point p, which will result

in a local image patch centered at the control point. The data term projected back

on point p, i.e., Vp(lp), is then represented by the similarity measure (e.g. NMI)

computed on this local patch.

Since the smoothness term in Eq. (4.7) is directly defined on control points,

it can be simply reformulated into the labeling problem as

Vpq(lp, lq) = |(R(p) + dlp)− (R(q) + dlq)|, (4.12)

where Vpq(lp, lq) is the smoothness constraint between points p and q, which

is a function of the labeling (displacement) of both p and q, R(·) projects the

current total displacement field on the level of control points as

R(p) =
∑
x∈Ω

η̂(|x− p|)D(x). (4.13)

Here, we project the current displacement field on the level of control points so

that the smoothness term is imposed on the total displacement field. Thus, it

will result in a more smooth final transformation.

Combining the above two parts, the energy minimization problem in Eq. (4.8)
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is then reformulated into a multi-labeling problem as

Etotal(l) =
∑
p∈G

Vp(lp) + λ
∑
p∈G

∑
q∈N(p)

Vpq(lp, lq), (4.14)

where the first part corresponds to the data term in Eq. (4.8), the second part

corresponds to the smoothness term in Eq. (4.8), N represents the neighboring

system of the control points, λ is the weighting parameter for the smoothness

term.

The multi-labeling problem in Eq. (4.14) is of the same form as the first

order Markov random fields (MRFs) (Geman & Geman, 1984; Li, 2001), with

Vp(lp) corresponding to the unary potential and Vpq(lp, lq) corresponding to the

pair-wise potential. Since the unary potentials in MRFs are assumed to be in-

dependent, i.e., Vp(lp) should be a function dependent only on the labeling of

point p, two approximations are used (Glocker et al., 2008): (1) the elementary

deformation of point x in Eq. (4.3) is simplified by direct translation of dlp (the

displacement of control point p) instead of a weighted combination of the dis-

placement of all the neighboring control points as expressed in Eq. (4.10); (2)

instead of using B-spline weighting function in the computation of η̂, the linear

weighting function is used so that the overlapping area for each control point is

smaller.

After reformulating the registration into this MRF, it is then solved by a

computationally efficient optimization method called fast-PD (Komodakis et al.,

2007). As described in Section 4.3.2.3, in order to model large deformations

while remain diffeomorphic, several optimization cycles are performed for each

grid level. As fast-PD optimization generates quasi-optimal labeling on the cur-

97



VOLUME IMAGE REGISTRATION BASED MESH MORPHING

rent discrete set of labels, usually no further improvement of the registration can

be achieved using the same displacement set. Thus, after each optimization cy-

cle, a new set of displacement vectors are used, and this is done by reducing the

maximum displacement by a scaling factor α, and resampling using the same

method above.

The parameters associated with the MRF optimization method are: (1) the

displacement space sampling steps n, (2) the number of optimization cycles I

for each grid level, and (3) the label factor α used to refine the label sets after

each cycle. These parameters are used to drive the optimization process and do

not relate to the content of the images used in the registration. Their values were

thus fixed following the original article (Glocker et al. (2008)) as n = 5, I = 5,

and α = 0.67. For all the clinical cases in this section, we use the same settings.

4.4 Atlas Mesh Morphing

After volume image registration, we obtain two dense image transformation

fields defined on the image grid: TG from global registration, and TN from the

non-rigid registration. These two transformations are then composed to form

the total transformation as

Ttotal = TG ◦ TN . (4.15)

As the transformation field produced by image registration is backward transfor-

mation, the two transformation fields are composed in a reversed order. The idea

is illustrated in Fig. 4.2 on 2D images. To transform a feature point in the target
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(a) (b) (c)

Figure 4.2: Illustration of the total transformation field composition. The color
dots are used to represent features, while the letters are used to represent the phys-
ical positions. (a) The two image overlaid before the transformation. (b) shows
the transformations obtained after the global transformation. (c) shows the images
after the global transformation and the non-rigid transformation computed on these
images.

image (blue dot) to match with a feature point in the source image (red dot), we

are actually seeking the transformation that transforms the physical point A to

point B. Notice that the blue dot is the moving feature which is in the source

image, while the red dot is fixed feature which is in the target image. In Fig. 4.2,

in order to show the relative position, the two images are overlaid. The images

go through a global transformation and a non-rigid transformation sequentially.

After the global transformation, the green dot transforms to A while the blue

dot transforms to C. This new image is then used in the non-rigid transforma-

tion to compute TN , which finally transforms the blue dot to A. Thus, the total

transformation that transformed the point A to B (visually blue dot to A) can be

represented as

B = TG(C) = TG(TN(A)). (4.16)

Thus we can see that the transformation from the global and non-rigid transfor-

mation should be composed in a reversed order.
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The atlas FE meshes used in this thesis are linear meshes1. Therefore, mesh

wrapping, i.e., step 3 in Fig. 4.1, is performed by transforming the FE mesh

nodes alone according to the transformation field while keeping the same ele-

ment connectivity. In our scheme, the displacement for a certain FE mesh node

is found by tri-linear interpolation of the displacements of its neighboring pix-

els. For non-linear FE meshes, a more sophisticated mesh wrapping method can

be used, such as the one proposed in Lamata et al. (2011) for cubic Hermite

meshes.

4.5 Mesh Repair

Although the regularizations introduced in our scheme strongly limits space dis-

tortion, the generated mesh may exhibit irregular or low quality elements that

need to be untangled before proceeding to FE analysis.

4.5.1 Mesh Quality Measurements

The FE mesh quality is assessed at two levels: mesh regularity and mesh qual-

ity (see Section 2.1.3.2), which are measured by the determinant of the Ja-

cobian matrix |J |, called “Jacobian” and the “Jacobian Ratio” (JR), respec-

tively (Knupp, 2000a). The Jacobian is used to assess mesh regularity i.e. the

ability to use a given mesh for FE analysis. A Jacobian value can be computed

for each mesh node within each “parent” element, i.e., a mesh element involv-

ing the considered node. Note that a node usually has different Jacobian values

1The mesh domain is defined by linear interpolation of the nodes, i.e., nodes are connected
by straight lines.
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throughout its parent elements. If the FE mesh contains a node having a zero or

negative Jacobian within an element, the element, and by extension, the entire

mesh, is said to be “irregular”. Finite element analysis can only be carried out

on regular meshes, where all nodes have strictly positive Jacobians within all

parent elements.

Among the many available mesh quality indicators we have chosen to work

with the Jacobian Ratio (Knupp, 2000a) for its versatility to assess shape confor-

mity. The Jacobian Ratio (JR) is also considered for each FE mesh node within

its parent elements. The JR for node n within parent element e is defined as

follows:

JRe
n =

|J |en
|J |emax

, (4.17)

where |J |en is the Jacobian value for node n in element e, and |J |emax is the max-

imum nodal Jacobian value among all nodes in element e. The JR values range

in [0, 1]. If JRe
n = 1 then all nodes in element e share the same Jacobian value

as the one measured at node n. Such an element is well suited for FE analysis.

Lower JR values indicate a higher mesh distortion. Finite element analyses car-

ried out on meshes featuring excessively low JR values are prone to numerical

instability and the final solution accuracy is uncertain. The commercial FE soft-

ware ANSYS defines a minimal JR value of 1/30 (Kelly, 1998). Any mesh with

a quality lower than this threshold will be rejected by the solver.

4.5.2 Automatic Mesh Repair

Automatic methods can be used to untangle the small amount of problematic

elements generated by our scheme (Bucki et al., 2011). The basic idea of the
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method is to relax the position of the problematic FE mesh nodes or if necessary

their surrounding nodes to recover the regularity and quality of the correspond-

ing elements.

The method mainly consists of 4 steps:

1. Irregular and low quality elements detection. The irregular and low quality

elements in the generated mesh are first detected according to the quality

measures described above.

2. Irregular and low quality region definition. A large number of nodes in a

mesh can make the repair procedure computationally prohibitive. Thus, the

irregular and low quality elements are grouped into local regions. The nodal

correction is then performed separately in each of these regions, leaving the

nodal position outside the region unchanged.

3. Irregular elements repair. For each irregular region R, the node positions

inside this region are adjusted so that all the Jacobians in R, i.e., {Jj}j∈R,

are positive. This nodal correction is done by maximization a “regularity

energy” ER defined as the weighted sum of all Jacobians within R

ER =
∑
j∈R

ϕk(Jj), (4.18)

where ϕk(t) = 1 − exp(−kt) is a weighting function which gives negative

Jacobian values a higher weight thus favoring a solution where all Jacobians

in the sum are positive. The parameter k is increased during the optimization

process.

4. Low quality elements repair. After all the irregular elements are repaired in
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step 3, the low quality elements are recovered using similar energy maxi-

mization method so that all the JRs in a region R are above a pre-defined

level JRmin, i.e., 0.03 (Kelly, 1998). The “quality energy” EQ is defined as

the weighted sum of all JRs within R

EQ =
∑

j∈R,e∈R

Ψk(JRe
j), (4.19)

where Ψk(t) = 1 − exp(k(JRmin − t)) is a weighting function which gives

JR values below the threshould JRmin a higher weight, thus favoring a solu-

tion where all JRs in the sum are above the threshould. The parameter k is

increased during the optimization process.

Both regularity and quality optimizations are carried out by gradient descent.

The amplitude and number of iteration for each region are limited so as to re-

strict loss of surface representation accuracy. In our scheme, a maximum of 50

iterations are used, and nodal displacement at each step is restricted to 0.1mm.

Although irregular and low quality elements in the generated mesh can be

repaired by using post-processing method, it will also compromise the mesh

accuracy established in prior mesh registration. Moreover, when the mesh dis-

tortion is large, there is no formal proof that an acceptable configuration exists

and can be found by the relaxation procedure within limited iterations and am-

plitude of nodal displacement. Thus, the deformation regularity constraints pro-

posed in Section 4.3.2.3 is of greatly importance. According to our experiments

on a database of diverse organ shapes and clinical cases in Chapter 6, we have

demonstrated that the smoothness constraints in our scheme strongly limits spa-

tial distortions making it possible to recover both mesh regularity and quality
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for all the generated meshes without affect mesh accuracy by much.

4.6 Conclusion

The goal of this chapter is the automatic generation of patient-specific FE mesh

by using 3D volume image registration. A multi-resolution intensity based

affine registration is first used to approximately align the atlas data with the pa-

tient data. Then, the B-spline FFD non-rigid registration is used to compensate

for the inter-subject difference. An invertible, non-folding constrain is imposed

on the deformation field to avoid space folding caused by the deformations. A

smoothness term is also proposed to further preserve the quality of the generated

FE mesh. An efficient optimization method is used in our scheme, which allows

fast non-rigid registration and can easily incorporate different similarity metrics.

The 3D transformation field resulting from the image registration is then used to

deform the atlas FE mesh to fit the patient specific geometries, thus generating

the patient-specific FE mesh. An automatic mesh repair method is used to cor-

rect the small amount of irregular and low quality elements in the mesh caused

by the deformation. This novel image registration based FE mesh morphing

method improves traditional surface registration based mesh morphing method

by eliminating the tedious and often difficult segmentations step, thus bringing

patient-specific FE mesh generation one step closer to full automatic. Since the

optimization method used in this scheme does not need to be customized for

different similarity metrics, our method can also be used in multi-modal image

registration based mesh morphing.
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Chapter 5

Atlas Mesh Refinement

In this chapter, we present a point-to-surface registration based atlas FE mesh

refinement method that can be used to improve the matching accuracy between

the atlas FE mesh and the atlas medial image. This will help to reduce the

representation error carried on from the atlas mesh to the patient meshes. The

proposed method is validated on a face FE atlas mesh.

5.1 Introduction

In last chapter, we present an implicit atlas FE mesh deformation method. The

atlas mesh is deformed according to the registration result of the atlas and patient

medical images. For this scheme to work properly, an underlying assumption

is that the atlas mesh should be well aligned with the atlas image, and thus the

transformation field computed with the atlas image can be directly used on the

atlas mesh. In clinical applications, there are generally two ways to obtain the

atlas mesh and atlas image: (1) generating the synthetic atlas image from the
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constructed atlas mesh (as described in Section 6.2), (2) constructing atlas mesh

from the medical image of a selected subject (as described in Section 6.3). For

the first case, since the atlas image is directly generated from the atlas mesh

by using some voxelization methods (such as the one in Section 6.2), the atlas

image fits perfectly the atlas FE model. However, for the second case, although

the atlas mesh is generated from the extracted geometry in the atlas image, there

are always some approximation or refinement processes during the construction

of FE mesh, which will result in a fitting error between the atlas FE mesh and

atlas image. This error should be reduced beforehand, or it will be carried on

to the patient meshes, and increasing the registration accuracy will not help to

remove this error.

In this section, we present a scheme that automatically refines the atlas mesh

to reduce the representation error between the atlas mesh and the atlas image,

thus improving the representation accuracy of the generated patient meshes. The

method is based on point-to-surface registration. A diffeomorphic constraint is

used to preserve the quality of the atlas mesh while it is deformed. The proposed

method is validated on a face FE model qualitatively and quantitatively. Results

on how this atlas mesh refinement may affect the accuracy of the patient mesh

are also presented.

5.2 Method

To increase the representation accuracy of the atlas mesh, i.e., the geometry

accuracy as in Section 2.1.3.1, the external surfaces of the atlas mesh should

closely match the surfaces of the interested organ in the atlas image. This can
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be done by deforming the atlas mesh to the segmented organ surfaces by mini-

mizing the surface error. This process is similar to the surface based mesh mor-

phing method described in Bucki et al. (2010). Generally speaking, this process

consists of two steps: (1) atlas medical image segmentation to extract the exter-

nal surface of the interested organ; (2) atlas mesh deformation by minimizing

the distance between the external nodes of the atlas mesh and the segmented

surface.

5.2.1 Atlas Image Segmentation

The atlas image is first segmented manually or automatically to extract the exter-

nal surface of the interested organ. Different segmentation methods can be used

depending on the organ to be segmented and the image modality. Due to the

complexity of medical images, user interventions are often required to obtain

accurate segmentation results. However, this is not a limitation to our approach.

Since the atlas mesh is processed pre-operatively only once for each FE model.

Thus, the processing time for this step does not count toward the patient-specific

FE mesh generation time.

In our experiments, the atlas image is segmented with a medical image pro-

cessing application, Mimics 10.01. The image is segmented using threshold-

ing and region growing methods. The lower and upper intensity thresholds are

interactively determined by observing the segmentation results. The obtained

binary mask is refined manually to eliminate segmentation errors. A 3D trian-

gular surface mash is then calculated from the binary mask. This surface mesh

is smoothed to remove extraneous details caused by noise. The final result is

107



ATLAS MESH REFINEMENT

exported to an STL file, which contains the coordinates of the vertices, the tri-

angular face connections, and the normals of the triangular faces.

5.2.2 Surface Registration Based Atlas Mesh Deformation

5.2.2.1 Diffeomorphic FFD transformation

Although the error between the atlas mesh and atlas image is small, it should still

be modeled locally as a non-rigid transformation. The non-rigid transformation

is used to deform a source point cloud S (the external nodes of the atlas mesh)

onto a target data set D (the segmented organ surface mesh). For consistency,

the same multi-resolution B-spline FFD transformation as in Section 4.3.2.1 is

used.

Different from the transformation used in Section 4.3.2.1, the transformation

used here is forward transformation, which means that the coordinates of the

source points are directly transformed. Therefore, the atlas mesh is initially

embedded in an FFD grid. We set the shape of the grid to be the bounding box

of the atlas mesh, extended by a 10% margin. The displacement of a source point

is found by B-spline interpolation of the displacement of its neighboring FFD

control points. The control point spacing of the FFD grid is gradually refined to

model more local deformations. The resulting elementary transformation fields

are then composed, and used to transform all the nodes (including inner nodes)

of the atlas mesh. For a detailed description of the FFD transformation, please

refer to Section 4.3.2.1.

To avoid space distortion caused by the transformation and to preserve the

quality of the atlas mesh, the diffeomorphic constraint (Section 4.3.2.3) is also
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used. For each elementary FFD transformation, the displacement of each control

point is restricted to 0.4 times the current control point spacing. Although the

difffeomorphic transformation is used, a small amount of irregular or low quality

elements may still appear in the deformed atlas FE mesh. These elements can

be fixed by automatic mesh repair method as described in Section 4.5.

5.2.2.2 Similarity Metric

The parameters of the FFD transformation, i.e., the displacements of the control

points, are found by minimizing a similarity metric which measures the match-

ing accuracy between the deformed atlas mesh surface S and the segmented

atlas organ surface D. As geometrical shape similarity is sought, we define the

similarity metric as the sum of Euclidean distances between S and D:

E(TN) =
∑
s∈S

d(TN(s), D), (5.1)

where s is a node on the external surface of the atlas mesh, D is the segmented

organ surface, and TN is the non-rigid transformation we want to find. For some

FE meshes, multiple structures are labeled and need to be accurately matched.

For example, for the face FE mesh in Section 6.3.1, both the skin and skull

surface is labeled on the atlas FE mesh and need to be registered with the skin

and skull surface in the atlas image respectively. In this case, the similarity for

each structure is computed separately as in Eq. (5.1) and then added together as

the total similarity metric.

The operator d is a point-to-surface distance measure. It is computed by first

identifying, for each node s on external surface of atlas mesh S, the closest point
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d on the surface D. Then the point-to-surface distance is computed as:

d(s, D) =‖ d− s ‖ . (5.2)

For the triangular organ surface D generated in Section 5.2.1, the closest point

d for each node s is obtained by this algorithm:

1. For each node s, search for the closest vertex v to it on D.

2. Search for the triangular faces (fi, i = 1, · · · ,m) associated with the clos-

est vertex v.

3. Compute the point-to-surface distances from s to all the selected faces.

For a certain face fi, the distance is computed as di = |~ni · (s− v)|, where

~ni is the normal of face fi.

4. The closest point d to s is supposed to locate on the face fi with the min-

imum point-to-surface distance di as computed in the last step. The spe-

cific location of d can be computed as

d = s− ~ni × (~ni · (s− v)). (5.3)

Ideally, the position of d should be updated at every iteration with the dis-

placement of s. However, the search process for the closest vertex and the faces

can be time consuming especially when the number of triangular faces in the

surface D is large. Thus, in our experiment, we use an approximation method.

Instead of updating the position of d at every iteration, we choose to update it

only when the FFD grid is refined, i.e., for a certain FFD grid configuration, the
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same correspondence point d for s is used throughout the optimization process,

and thus, point-to-surface distance becomes point-to-point distance, which can

be quickly computed. This approximation can be used mainly because the ini-

tial matching error between the atlas mesh and the organ surface is already small

(sub-millimeter accuracy on average).

Another method to speed up the point-to-surface distance computation is to

generate a complete distance map for the surface D (Saito & Toriwaki, 1994).

The space containing the surface D is discretized into voxels of 1mm× 1mm×

1mm in order to achieve submillimetric surface representation accuracy. The

distance from each voxel to surface D is computed beforehand. A positive dis-

tance is recorded in the distance map for points lying outside the closed surface,

and a negative distance is recorded for points lying inside. At registration time,

point-to-surface distance is computed by trilinear interpolation within the signed

distance map and the absolute value of the result is retained.

5.2.2.3 Optimization

The optimization procedure is done by L-BFGS-B method (Zhu et al., 1997),

which is a limited-memory quasi-Newton method for bound-constrained opti-

mization. It can be used to solve minimization/maximization problems with

constraints of the form l ≤ x ≤ u. Thus, it enables us to incorporate the dif-

feomorphic constraint in our scheme which is setting the upper bound of the

parameters (the displacement of the FFD grid control points) to be 0.4 times the

current control point spacing.
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5.3 Experimental Results

5.3.1 Data Description and Experimental Settings

We validate the proposed atlas mesh refinement method on a face atlas FE mesh.

The results are presented both qualitatively and quantitatively. To show how the

accuracy of the atlas mesh may affect the accuracy of the generated patient FE

mesh, we also present qualitative and quantitative results for 20 patient meshes

generated from the original and refined atlas meshes. Detailed description of the

data used and the patient-specific FE mesh generation procedure can be found

in Section 6.3.1 and Section 6.3.2, respectively.

In this experiment, the FFD configuration with initial spacing of 25mm and

three grid refinement levels is used. For each FFD grid level, three FFDs with

the same control point spacing are used to model large deformation. Therefore,

totally nine FFDs are used for the non-rigid transformation. These resulting

elementary FFD fields are composed to form the total non-rigid transformation

field as in Eq. (4.4). For each FFD, twenty L-BFGS-B optimization iterations

are used.

5.3.2 Results for Atlas Mesh

The results for the atlas mesh before and after the refinement are shown in

Fig. 5.1 and Table 5.1. From Fig. 5.1 we see that the atlas mesh matches the

skin surface in the atlas image better after the refinement. From Table 5.1 we

see that by using the proposed method, both the skin and skull surface accuracy

of the atlas mesh has been improved.
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Figure 5.1: Atlas FE mesh before and after the refinement. The transparent atlas
FE mesh is shown together with the segmented skin surface (green). For clarity
the skulls are omitted. The left column shows figures of the face atlas mesh before
the refinement. The right column shows figures of the face atlas mesh after the
refinement.
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Mean Max σ
Skin error (mm)

Atlas before 0.5 2 0.4
Atlas after 0.1 2.6 0.2

Bone error (mm)
Atlas before 0.7 2 0.5
Atlas after 0.3 4.6 0.4

Table 5.1: Surface accuracy for atlas mesh before and after the refinement. Both
the skin and skull surface errors are shown.

5.3.3 Results for Patient Mesh

To show how the atlas FE mesh refinement may affect the accuracy of the gener-

ated patient-specific FE meshes, we perform our patient-specific FE mesh gen-

eration method on 20 patient data sets with both the original and refined atlas

mesh. Detailed descriptions of the patient data sets and the mesh generation

procedures can be found in Section 6.3.1 and Section 6.3.2, respectively. Sur-

face accuracy statistics for the generated 20 patient FE meshes are shown in Ta-

ble. 5.2. Samples of generated patient meshes are shown in Fig. 5.2 and Fig. 5.3.

From Fig. 5.2, we see that patient meshes generated from the refined atlas mesh

match better with the patient skin surface. The results in Table 5.2 show that

by using the refined atlas mesh, both the skin and skull surface accuracy of the

patient meshes has improved.

In traditional surface registration based mesh morphing methods (Bucki et al.,

2010), the atlas mesh is directly deformed to fit with the patient organ surface.

Thus, the matching error of the generated patient mesh only comes from the

registration error. However, in our scheme, the atlas mesh is deformed implic-

itly using the transformation derived from atlas and patient image registration.
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Figure 5.2: Samples of patient FE meshes generated using the original and refined
atlas mesh. The transparent patient FE meshes are shown together with the seg-
mented skin surfaces (green). For clarity the skulls are omitted. The left column
shows figures of the patient meshes generated using the original atlas mesh. The
right column shows figures of the patient meshes generated using the refined atlas
mesh.
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Mean Max σ
Skin error (mm)
Patient before 0.6 8.9 0.6
Patient after 0.4 8.7 0.5

Bone error (mm)
Patient before 0.9 11.4 0.7
Patient after 0.6 10.6 0.6

Table 5.2: Surface accuracy statistics for the 20 patient meshes generated using
atlas mesh before and after the refinement. Both the skin and skull surface errors
are shown.

Thus, the matching error of the generated patient mesh comes from both the reg-

istration error and the atlas matching error. Therefore, with the same degree of

registration accuracy, the patient meshes generated with our scheme may have

larger surface error. This limitation can be improved by reducing the matching

error of the atlas mesh. From Table 5.2 we can see that by using the atlas re-

finement method in this section, the average skin and skull surface errors of the

patient meshes have been reduced to 0.4mm and 0.6mm, respectively, which is

the same as that obtained by surface registration based mesh morphing methods

as in Bucki et al. (2010). This demonstrates that by properly aligning the atlas

mesh with the atlas image, our implicit mesh morphing scheme can achieve the

same accuracy level as traditional surface registration methods.

From Fig. 5.3, we can see that the patient meshes resulting from the refined

atlas mesh are also smoother than results obtained from the original atlas mesh.

This is because by closely matching the atlas mesh with the organ surfaces, it

is bounded by the real patient skin and skull surfaces which are supposed to be

smooth. This will help to improve the jagged mesh surface resulting from the

manual mesh generation procedure.
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5.3 Experimental Results

Figure 5.3: Samples of patient FE meshes generated using the original and refined
atlas mesh. The left column shows figures of the patient meshes generated using
the original atlas mesh. The right column shows figures of the patient meshes
generated using the refined atlas mesh.
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5.4 Conclusion

In this chapter a point-to-surface registration based atlas FE mesh refinement

method is proposed. The method is designed to deform the atlas FE mesh to-

ward the corresponding features in the atlas image in order to reduce the match-

ing error between the atlas mesh and atlas image. This will help to reduce the

error carried on from the atlas mesh to the patient meshes. By evaluating the

method on a face atlas FE mesh, we demonstrated that the proposed method can

effectively improve the representation accuracy of the atlas mesh. We have also

shown that with the refined atlas FE mesh, the accuracy of the patient meshes is

also improved and achieves the same accuracy level obtained by the direct mesh

matching method of Bucki et al. (2010).
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Chapter 6

Application to Real Clinical Cases

In this chapter, we present the procedures of applying the proposed image reg-

istration based mesh morphing scheme to three different clinical cases. Each of

these three cases represents a category of problems as described in Section 1.2.

The generated mesh accuracy and quality are quantitatively and qualitative eval-

uated. A comparative study between the results of the proposed scheme and

that of the state-of-the-art surface based method is present in Section 6.2.4.3. A

quantitative validation of the effectiveness of the proposed regularization term

in our scheme is presented in Section 6.2.3.

6.1 Quantitative Assessment Index

In following experiments, the effectiveness of the generated patient-specific FE

meshes is quantitatively assessed for two criteria: representation accuracy of

the patient’s morphology and mesh quality for FE analysis (see definition in

Section 6.1.2).
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6.1.1 Mesh Accuracy

A subset of the atlas mesh nodes are labeled as anatomical features which need

to fit with the anatomical features in the patient data. For example, for the femur

model in Section 6.2, the surface mesh nodes are labeled as “bone surface”

which need to be matched with the cortical surface of the femur bone in the

patient data.

There are also meshes which consist of multiple structures. For example, in

the face model in Section 6.3, two groups of mesh nodes are labeled: the exterior

surface nodes are labeled as “skin” which are registered onto the patient’s face

skin, and the interior surface nodes are labeled as “bone” which are registered

onto the patient’s skulls.

To evaluate the representation accuracy of the generated patient-specific FE

mesh, we define a mesh accuracy metric µ, which measures the mean Euclidean

distance between the labeled nodes of the generated patient-specific FE mesh

and the corresponding patient anatomy surface segmented from patient data. µ

is defined as

µ =
∑

n∈Nlabeled

d(n, S), (6.1)

where n is a node belonging to the labeled nodes collection Nlabeled, S is the

corresponding segmented patient anatomy surface, and d(·, ·) is the point-to-

surface Euclidean distance measure. For meshes with multiple structures, the

accuracy of each structure is measured separately.
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6.2 Femur Model with Synthetic Image Registration

6.1.2 Mesh Quality

The mesh regularity and quality are measured as described in Section 4.5 us-

ing |J | and JR respectively. In this chapter, in order to measure the patient FE

mesh quality w.r.t. the atlas mesh, we introduce another index for each ele-

ment (Lamata et al., 2011)

qe =
JRe

min/patient

JRe
min/atlas

, (6.2)

where JRe
min/patient is the minimum JR value in element e in the patient mesh, and

JRe
min/patient is the minimum JR value in element e in the atlas mesh. By defin-

ing this index, we choose the minimum JR value for each element to represent

its quality, and then compare it with that of the corresponding element of the

original undeformed atlas mesh.

Based on above index, we define a single value index measuring the overall

mesh quality degradation caused by the registration process as

ε = 1− q̄, (6.3)

where q̄ is the mean qe value for all elements e in the FE mesh.

6.2 Femur Model with Synthetic Image Registra-

tion

In this section, we evaluate the performance of our scheme on the generation of

patient-specific femur FE models. The patient-specific femur FE models can be
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used in the context of total knee arthroplasty (TKA) to optimize the prosthesis

placement in order to avoid unsealing or femur fracture (Zalzal et al., 2008).

The aim of this section is to validate the application of the proposed method

on the clinical cases in level 1 as described in Section 1.2. In these cases, the

patient images are first segmented to obtain surfaces or binary images, which

are then used in the mesh morphing process. In some clinical situations, the

original medical image for the atlas mesh may not be available. For example,

the atlas meshes can also be generated from anatomical knowledge and/or from

post-mortem data (such as the free available data of the Visible Human project).

Thus, to solve this kind of problem using our method, synthetic volume image

should be generated from the atlas mesh and then registered with the segmented

patient image.

This is the kind of cases discussed in most of existing mesh morphing litera-

tures, where the patient image needs to be segmented before registration. Thus,

by validating our method on this case, it also provides a fair basis for comparing

the mesh accuracy and quality generated using the proposed scheme with that

generated using the state-of-the-art surface based scheme, which is presented in

Section 6.2.4.3.

Since the synthetic image is less complex than the real medical image (no

noise, intensity inhomogeneities and surrounding organs), the effectiveness of

the smoothness term proposed in our scheme is also evaluated on this case in

Section 6.2.3.
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6.2 Femur Model with Synthetic Image Registration

(a)

(b)

Figure 6.1: Femur atlas mesh and segmented patient femur surface. (a) Femur
atlas mesh from Couteau et al. (1998). (b) Sample of segmented patient femur
surface.

6.2.1 Data Description

The manually assembled right femur atlas mesh (Couteau et al., 1998) shown

in Fig. 6.1(a) was used in this section. It is made of 4052 nodes forming 3018

elements: 2960 hexahedrons and 58 wedges. The elements are organized so

as to reflect the bony structure such as the femoral diaphysis cortex which is

discretized by a single layer of elements. The 12 patients’ data used in this study

are right femur surfaces segmented from CT images as shown in Fig. 6.1(b).

6.2.2 Mesh Generation Procedure

6.2.2.1 Synthetic Volume Image Generation

In this case, the original CT images for the atlas mesh and the patients are not

available. To generate patient-specific FE model from the surfaces using our

scheme, synthetic binary images with 1mm × 1mm × 1mm voxel dimension

are generated from both the atlas mesh and the patient surface using surface

voxelization method (Patil & Ravi, 2005). Then a 3 × 3 × 3 Gaussian filter is
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Figure 6.2: Synthetic binary images generation from atlas mesh and patient sur-
face. The left and the top right figures show the samples of patient surface overlaid
with generated 3D binary image. The right middle and bottom figures show sam-
ple slices of the generated binary images of the femur head and great trochanter
respectively.

applied to the generated binary image for antialiasing. A sample of generated

binary images are shown in Fig. 6.2.

6.2.2.2 Volume Image Registration

Same voxel size and image resolution for the atlas image and patient image are

required in our image registration scheme. Thus, the generated binary images

of the atlas and patient are then padded to the same size by adding zero valued

voxels after the last array element along each dimension. The resolution of the

padded image is determined by choosing the larger resolution among the atlas

image and the patient image along each dimension.

The padded images are then pre-aligned by multi-level intensity based affine
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6.2 Femur Model with Synthetic Image Registration

(a) (b) (c)

Figure 6.3: Sample of patient-specific femur FE meshes generation. (a) The atlas
mesh and segmented patient femur surface. (b) Deformed mesh fitting the patient
femur surface after global affine registration. (c) Deformed mesh fitting the patient
femur surface after the non-rigid local registration.

registration as described in Section 4.3.1, where 3 image pyramid levels are

used to achieve a faster and more robust registration. After that the non-rigid

registration described in Section 4.3.2 is applied, where the patient image serves

as the moving image and the atlas image as the fixed image. In both global and

non-rigid registration, the SAD similarity metric is used. The 3D displacement

field resulting from the registration is then used to deform the atlas mesh to fit

with the patient geometry. A sample result of the procedure is shown in Fig. 6.3.

6.2.3 Smoothness Term Effectiveness Evaluation

We first perform a parameter study on the femur model to demonstrate the effec-

tiveness of the proposed smoothness term (Eq. (4.7)) in preserving the quality

of the generated mesh. Both the generated mesh accuracy and quality are evalu-

ated w.r.t. different smoothness term weighting parameter λ values in Eq. (4.8),
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which also provides information for parameter value selection in future clinical

applications.

The experiment is performed on the femur model as it uses a synthetic im-

age and thus, because this image contains only one homogeneous object, the

registration will not be affected by surrounding organs, noise and intensity in-

homogeneity. Most importantly, since the atlas image has been generated from

the atlas mesh (and not the other way around, as illustrated in Section 6.3 on

the face model) the atlas image fits perfectly the atlas FE model which makes

it possible to assess the effects of non-linear registration alone, i.e., without the

combined errors introduced by a possible mismatch between the atlas FE model

and the atlas image.

There are two regularity constraints in our scheme for preserving the quality

of the generated mesh. The diffeomorphic constraint is used to prevent the gen-

erated deformation field from folding while the smoothness term in Eq. (4.7)

is used to limit excessive space distortion. The smoothness parameter λ in

Eq. (4.8) constrains the weighting of the smoothness term and thus the smooth-

ness of the overall displacement field.

The experiments were conducted on 4 randomly selected patients. The FFD

configuration is set to be optimal with 15mm initial control point spacing with

3 FFD grid refinement levels. The value of λ is dependent on the similarity

metric used. For the SAD metric used in this section, we consider 9 different

values for lambda {0, 10, 25, 50, 100, 200, 400, 600, 800}. The overall accuracy

and quality of the generated mesh is measured using µ in Section 6.1.1 and ε

in Eq. (6.3), respectively. Fig. 6.4 shows the mesh surface error and quality

degradation for the 4 patients w.r.t. different λ values.
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Figure 6.4: The results for 4 patients w.r.t. different smoothness parameter λ val-
ues. (a) Surface error µ for 4 patients. (b) Mesh quality degradation ε for 4 patients.
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The higher the value of λ is, the smoother the deformation field, and thus

better mesh quality. However, when the deformation tends to be smooth, it will

not be able to model some local morphological differences, resulting in less

accurate representation of organ shape. From the results, we can see that the

surface error increases linearly with λwhile the mesh degradation drops quickly

at first and then tends to stabilize at λ = 100 around a value close to zero, which

means the mesh quality of the generated patient mesh is quite close to the mesh

quality of the atlas mesh. This suggests that the optimal λ value should be the

threshold value (in this case, λ = 100) that make the mesh quality degradation

converge.

By using the proposed smoothness term with appropriate weighting, results

show that the proposed smoothness term in our scheme can effectively reduce

unnecessary mesh distortion, i.e., the part of distortion that is not required

for an accurate mesh matching. By choosing the optimal smoothness parame-

ter, the quality degradation index value drops more than 90% compared to no

smoothness constraint and there is little influence on the mesh accuracy (less

than 0.02mm). Fig. 6.5 shows a sample of how the smoothness term affects the

generated mesh quality visually. As can be seen, the distortion of the generated

mesh is well controlled due to this smoothness term.

6.2.4 Results

6.2.4.1 Quantitative Evaluation

The proposed scheme is evaluated on 12 patients. The smoothness parameter

λ = 100 and 15mm initial control point spacing with 3 grid refinement levels
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6.2 Femur Model with Synthetic Image Registration

(a) (b) (c)

Figure 6.5: Sample of how the smoothness term affects the generated mesh quality.
(a) The atlas mesh. (b) The generated patient-specific mesh with optimal smooth-
ness parameter λ = 100 as in Section 6.2.3. (c) The generated patient-specific
mesh without smoothness constraint. Both (b) and (c) use the same FFD configura-
tion and other parameters. Through the proposed smoothness term, the unnecessary
mesh distortion is well controlled.

are used. The generated meshes are quantitatively evaluated from both accuracy

and quality aspects. The statistical results are shown in Table 6.1, Table 6.2 and

Fig. 6.7.

For each external FE node the surface representation error is estimated as

the minimal Euclidean distance from the considered node to the pre-segmented

surface of the patient femur. The mean surface representation error is computed

as the mean value of all surface representation errors for all surface nodes in a

given mesh. The results demonstrated that our scheme can achieve submillimet-

ric representative accuracy. The reported mean and maximal errors are the mean

and maximal error computed for the entire patient’s dataset.

The most time-consuming step in our mesh morphing scheme is the non-

rigid image registration step. The computational time of this step is mainly

affected by the size of images and the FFD configuration. In this experiment,

we used images with a resolution of 170× 170× 550, along with 15mm initial
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Mean Max σ
Error image (mm) 0.1 2.6 0.2

Non-rigid registration (s) 329 408 51
Error surface (mm) 0.3 6.6 0.5

Table 6.1: The accuracy and registration time statistics for the 12 patient-specific
meshes generated by image based method proposed in this thesis. For comparison,
the accuracy of the meshes generated by the surface based method (Bucki et al.,
2010) are also shown as Error surface.

control point spacing and 3 refinement levels for the FFD configuration. The

non-rigid registration process for each patient is completed within 4-7 minutes,

which is acceptable for real clinical applications. The subsequent atlas mesh

morphing process takes less than 10 seconds.

The quality of the generated FE meshes is measured using the Jacobian Ra-

tio indicator, as discussed in Section 4.5. The minimum nodal Jacobian Ratio

for each element is chosen to represent the quality of that element. The mean

element quality distribution for the 12 patient-specific FE meshes is reported in

Table 6.2 and Fig. 6.7. For this study, it was decided to classify the elements

into 6 quality intervals (Table 6.2, Table 6.4, Fig. 6.7 and Fig. 6.11). Elements

with Jacobian Ratio smaller than 0.03 are considered problematic (if JR < 0 the

element is irregular; 0 < JR < 0.03 means that the element is in poor quality)

and are not suitable for FE analysis. The quality of the generated patient FE

meshes is compared with that of the atlas mesh. From the results we can see

that the patient-specific femur FE meshes generated using the proposed method

show only a slight quality degradation compared to the atlas mesh, i.e., 0.5%

problematic elements (irregular and poor quality) and less than 2% changes in

each Jacobian Ratio interval.
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6.2 Femur Model with Synthetic Image Registration

Figure 6.6: Four examples of the generated femur models. The zoom-in images
on femur head are shown to illustrate the variety of patient in the data base.

6.2.4.2 Qualitative Evaluation

Fig. 6.6 shows samples of zoom-in images on femur heads of four generated

patient-specific femur FE meshes. As we can see, the proposed method suc-

cessfully generated patient-specific FE meshes for patients with very different

local morphologies, which demonstrated that our method can effectively adapt

to the anatomical variety of patients.

6.2.4.3 Comparative Study

This experiment is segmentation based, and thus can also be solved using exist-

ing surface registration based methods. The surface registration based mesh

morphing scheme has been tested on 60 clinical cases (Bucki et al., 2010),

and proved successful in automatic generating high quality patient-specific FE

meshes. Since we used the same atlas femur FE mesh as in Bucki et al. (2010),

we compare the accuracy and quality of the FE meshes generated using the new

image based scheme with the original surface based scheme. The results are

shown in Table 6.1, Table 6.2 and Fig. 6.7. Generally speaking, the proposed

image based scheme outperforms the surface based scheme in both mesh ac-
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JR < 0.03 0.03− 0.2 0.2− 0.4 0.4− 0.6 0.6− 0.8 0.8− 1.0
Atlas (%) 0.0 4.6 21.0 38.3 22.7 13.4
Image (%) 0.5 5.1 21.0 38.4 23.2 11.7

Surface (%) 0.8 5.2 22.1 38.0 24.1 9.8

Table 6.2: Mesh quality distribution for atlas mesh, the patient-specific meshes
generated by the surface based method (Bucki et al., 2010) and the image based
method proposed in this thesis. For the patient meshes, the mean ratio is shown for
each quality interval.
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Figure 6.7: Mesh quality distribution for atlas mesh, the patient-specific meshes
generated by the surface based method (Bucki et al., 2010) and the image based
method proposed in this thesis. For the patient meshes, the mean ratio is plotted for
each quality interval, along with the standard deviation among the patients.

curacy and quality. In our scheme, the proportion of elements in each quality

interval is closer to that in the atlas mesh, thus showing less degradation com-

pared to Bucki et al. (2010). This improvement is more obvious for the high

quality elements, i.e. the interval [0.8− 1.0].

6.3 Face Model with Mono-modal Image Registra-

tion

Patient-specific face FE model can be used in orthognathic surgery, where FE

analysis helps predict the consequences of the intervention on the patient’s fea-
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ture and facial expressions by simulating the effects of the repositioning of the

jaw, maxillary or malar bones (Chabanas et al., 2003; Luboz et al., 2005).

The second experiment demonstrates the application of the proposed scheme

in generating patient-specific face FE models directly from patient CT images

without segmentation. This kind of problem corresponds to the problems in

level 2 as described in Section 1.2, where volume medical images for both the

atlas patient are available and of the same modality.

In this case the approach is different from the first experiment and previous

surface or landmarks based method, as in this experiment we generate patient-

specific FE meshes directly from actual patient CT images without resorting to

CT image simulation from the segmented surface as we did for the femurs. (see

Section 6.2). This case illustrates perfectly our approach as the patient anatomi-

cal surfaces do not need to be segmented (In this experiment, the skin and bone

surfaces of the patients are only segmented for the quantitative evaluation of the

representation accuracy of the generated patient meshes.) A set of 20 patients’

head CT images was used in this experiment to embrace the variety of different

morphologies.

6.3.1 Data Description

In this experiment, we used a manually assembled (Nazari et al., 2008) 3-layer

atlas mesh (Fig. 6.8). It is constructed from a selected atlas CT image. This

atlas mesh is designed to replicate the anatomical structure of the face epider-

mis, dermis and fat/muscle layer using only hexahedrons and wedges and takes

into account boundary conditions (attachment of the inner nodes to the corre-
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sponding skull bones). It comprises 8720 nodes forming 6342 elements: 6024

hexahedrons and 318 wedges. As we wish to model the interaction between

face bones, muscles and features, the patient-specific FE model must fit both

the skin and bone surface in the CT images. Therefore, the atlas external and

internal layer nodes are labeled as “skin” and “bone” which fit to the skin and

bone surface in the atlas CT image, respectively. The mesh was designed for

orthognathic surgery, and thus some irrelevant areas such as the ears are absent

from the atlas mesh, and the sphenoid bone and zygomatic process regions have

very approximative representations in the mesh.

In this experiment, the original atlas and patient CT images are used in mesh

generation without segmentation. The resolution of the atlas CT image is 512×

512×150 with a voxel spacing of 0.49mm×0.49mm×1.29mm. The resolution

of the patient images is 512× 512×N , where N is number of the axial slices,

which varies according to patient head size. The voxel spacing of the patient

images is 0.48mm× 0.48mm× 0.75mm.

6.3.2 Mesh Generation Procedure

In the first step, the regions of interest in the atlas and patient CT images are

manually selected to make sure that both images share similar content and cover

the region of the mesh that we want to generate (the face region in this case).

Here, the full head CT image is used, except that the upper part of the head

that is removed as it does not include the face. Since a too large region of

interest will result in longer registration time, the image can be further trimmed

to just enclose the anterior part of the head image, and a mask generated from
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(a) (b)

(c) (d)

Figure 6.8: Face atlas FE mesh. (a) Anterior view. (b) Posterior view. (c) Lateral
view. (d) Atlas mesh shown with atlas CT image.

the atlas mesh can also be used in the registration process so that the similarity

measure is only computed in the mask region. The atlas and patient CT images

are then resampled to give an isotropic voxel of dimension 0.8mm × 0.8mm ×

0.8mm (i.e., the geometric mean value for the intra-plane pixel spacing and

the inter-plane slice spacing of the atlas CT image), and padded to the same

resolution as 339× 339× 241. The atlas and patient images are then registered

by the volume registration method described in Section 4.3, where the patient

image serves as the moving image and the atlas image as the fixed image. The

optimal registration parameters are set as λ = 200, and 25mm initial control

point spacing with 3 grid refinement levels are used. The 3D displacement field

resulting from the registration is then used to deform the atlas mesh to fit with

the patient geometry. A sample result of the procedure is shown in Fig. 6.9.

Since the face FE meshes are supposed to match both skin and skull surfaces,

surface representation accuracy of the generated FE meshes is measured for
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Figure 6.9: Example of a patient-specific FE face meshes. To illustrate skin and
bone surface representation, external and internal surfaces (green) of the FE meshes
are shown along with the patient’s skin and bone surfaces segmented from the CT
images. The first column shows the atlas mesh and segmented atlas skin and bone
surface. The second column shows the deformed mesh fitting the patient skin and
bone surface after global similarity registration. Third column shows the deformed
mesh fitting the patient skin and bone surface after the non-rigid local registration.

both skin and skull. The skin surface error is measured as the mean Euclidean

distance between the external surface nodes of the FE mesh and the nearest

point on the patient’s skin surface reconstructed from the CT images; while

the skull surface errors are similarly measured as the mean Euclidean distance

between the internal surface nodes of the FE mesh to the nearest point on the

patient’s skull surface. The quality of the generated patient-specific FE meshes

is measured as described in Section 4.5.

6.3.3 Results

6.3.3.1 Quantitative Evaluation

The proposed scheme is evaluated on 20 patients. The statistical results are

shown in Table 6.3, Table 6.4, Fig. 6.10 and Fig. 6.11, and the samples of gen-

136



6.3 Face Model with Mono-modal Image Registration

erated patient-specific face FE meshes are shown in Fig. 6.12. From Table 6.3

we can see that patient-specific FE meshes generated using our scheme achieve

submillimetric representation accuracy for both skin and skull surfaces. The

mean surface error in this experiment is larger than that of the femur case (the

mean surface error for femur model is 0.1mm). This is probably due to the fact

that part of the representation error of the generated meshes is inherited from

the atlas mesh.

Indeed, in the femur model case, where the images used for registration

were directly generated from the atlas mesh and patient anatomy surface, there

was a perfect match between the atlas mesh and the atlas image. Therefore, the

error shown in the femur case is exclusively caused by the registration process,

and as demonstrated using the optimal parameters, this error can be very small

(0.1mm).

In the face model case, although the atlas is generated from the CT image.

Since it was decided to approximate the mesh representation in some unimpor-

tant regions such as the ear, sphenoid bone and zygomatic regions, there are

some errors between the surface of the atlas mesh and the surface reconstructed

from the atlas CT image (Table 6.3 and Fig. 6.10). By deriving the 3D displace-

ment field from the image registration, this error is passed on to the patient’s

meshes. Thus, the representation accuracy of the patient specific mesh is depen-

dent on the representation accuracy of the atlas mesh. If an accurate and high

quality atlas mesh is used, accurate and high quality patient specific meshes can

be generated. A strong point of our technique is that the detailed atlas meshing

process only needs to be done once, and it can be incrementally refined with-

out altering the mesh generation process or re-computing the deformation field.
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Mean Max σ
Skin error (mm)

Atlas 0.1 2.6 0.2
Patient 0.4 8.7 0.5

Bone error (mm)
Atlas 0.3 4.6 0.4

Patient 0.6 10.6 0.6
Non-rigid registration (s) 133 139 2.5

Table 6.3: Surface accuracy and registration time statistics for the 20 patient-
specific meshes. The accuracy of the generated patient meshes is compared with
that of the atlas mesh.

Thus, any refinement in the atlas mesh can be immediately transferred to patient

meshes with zero extra effort.

Fig. 6.10 shows the error distributions for the atlas mesh, and the average

surface error distributions for the generated 20 patient meshes. The latter is

computed by averaging the surface errors for the corresponding mesh surface

nodes of the 20 patient meshes. Both the atlas and patient average surface error

distributions are plotted on the atlas skin and skull surface for comparison of the

geometrical location of the errors. Generally speaking, the error distributions of

the atlas and the patient meshes are very similar. Most of the large errors in the

patient meshes appear in the ear region which is normal since ears are absent

from the atlas mesh (Fig. 6.8).

The image resolution in this experiment is 339× 339× 241. The number of

FFD control points is less than that of the first experiment due to larger initial

control point spacing and smaller image physical region. Thus, it leads to a

shorter registration time. The full process can be finished in less than 3 minutes

(Table 6.3), as opposed to 4− 7 minutes in the case of the femur.
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6.3 Face Model with Mono-modal Image Registration

Figure 6.10: The atlas and 20 patients’ average surface error (skin and skull) dis-
tributions shown as color maps on the atlas skin and skull surfaces. The left column
shows the atlas skin and skull errors from anterior and lateral views. The right col-
umn shows the average skin and skull errors computed for all the 20 patients, from
anterior and lateral views.
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JR < 0.03 0.03− 0.2 0.2− 0.4 0.4− 0.6 0.6− 0.8 0.8− 1.0
Atlas (%) 0.0 8.4 19.3 37.5 30.7 4.1

Patient (%) 0.8 6.9 20.4 39.1 29.5 3.4

Table 6.4: Mesh quality distribution for atlas mesh and the patient-specific meshes
generated by the method proposed in this thesis. For the patient meshes, the mean
percentage of different JR interval is shown.
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Figure 6.11: Mesh quality distribution for the atlas mesh and patient-specific
meshes generated by the proposed method. For the patient meshes, the mean per-
centage of different JR interval is plotted, along with the standard deviation among
the patients.

The quality statistics of the patient-specific meshes are compared with those

of the atlas mesh (Table 6.4 and Fig. 6.11). From these results we can see that

the qualities of the patient-specific meshes are very close to the quality of the

atlas mesh with only a slight degradation, i.e., 0.8% irregular or poor quality

(JR < 0.03) elements and less than 2% variation in the quantity of elements in

each JR interval. Mesh quality indicator values measured for different patients

are also consistent as the standard deviations shown are quite small (σ < 1%).

6.3.3.2 Qualitative Evaluation

Fig. 6.12 shows the thumbnails of 20 patient-specific face FE meshes. In this

database, the retrognathic cases, “average” patients as well as prognathic mor-

phologies were included. In all cases, the patient-specific meshes were success-
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fully generated and fitted within submillimetric accuracy to the patients’ mor-

phologies, which demonstrated that our scheme is sufficiently robust to tackle

a wide spectrum of morphological varieties. Once the small fraction (less than

0.8%) of problematic elements are untangled (Bucki et al., 2011), the generated

FE meshes are suitable for FE analysis.

6.4 Face Model with Multi-modal Image Registra-

tion

The aim of this section is to validate the application of the proposed method

on the clinical cases in level 3 as described in Section 1.2, where atlas and pa-

tient medical images are of different modality. In this case, multi-modal image

registration is required. Due to the optimization method used, our method can

encode any similarity measure without customization of optimization method,

which makes it convenient to extend our scheme to multi-modality registration.

This feature is of interest, as for an atlas mesh build on a certain image

modality, for example CT image, different patient image modality can be used

(CT or MRI). This give the clinicians more freedom to choose the appropri-

ate image modality for different patients, as certain image modality may not be

available for some patient. For example, CT is not a preferred modality for rou-

tine anatomical imaging for structures in the head because of the X-ray exposure

of the subject, while people with heart pacemakers cannot undergo MRI due to

the strong magnetic field used.

The shape information contained in one image modality along with the
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Figure 6.12: Thumbnails of 20 generated patient-specific FE meshes. The patient-
specific FE meshes are shown together with the transparent skin surface of the
patient. For clarity the skulls are omitted.
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smoothness constraints in the registration scheme may also help to define the

shape in another image modality which is otherwise hard to obtain. For exam-

ple, for the face model in this experiment, it is almost impossible to generate

patient mesh based on MR image of the patient using traditional methods, as it

is quite difficult to get a clear segmentation of the skull from the MR image due

to the weak MR signals produced in bone. However, in our scheme, by register

the CT image of the atlas with the MR image of the patient using multi-modality

similarity metric, the patient mesh can be generated.

6.4.1 Data Description

In this experiment, the atlas mesh and atlas image are the same as described in

Section 6.3.1. The resolution of the patient MR images is 352× 512× 160 with

voxel spacing of 0.4883mm× 0.4883mm× 1mm.

6.4.2 Mesh Generation Procedure

6.4.2.1 MR Image Denoising and Enhancement

As mentioned in Section 2.3.2, MR images are often corrupted by severe Ri-

cian noise. Thus, before volume image registration, the patient images are first

pre-processed using the method in Chapter 3. Assuming that the Rician noise

is evenly distributed in the volume image, the automatic parameter estimation

in Section 3.3 is performed on a 2D slice selected from the volume image to

reduce the optimization time. In this case, an axial slice located at the mandible

region is selected as it contains bone, muscle and fat tissue, thus can serve as

a good simulation for the volume image. The classification parameters in the
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Figure 6.13: Samples of preprocessing results of the patient MR images. The
upper row shows the orginal image. The lower row shows the images after the
preprocessing.

paramter optimization scheme are set as follows: neighborhood factor ν = 0.7

and prototypes V = {0; 40; 100; 150; 200} based on the observation of the main

intensity groups in the image. The de-noising method is then applied to the

entire volume image with the estimated parameter values. Sample results are

shown in Fig. 6.13. We can see that, through the proposed method, the noise in

the MR images are effectively removed, and the contrast of the images is also

improved.
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6.4.2.2 Volume Image Registration

The regions of interest in the atlas CT image and patient MR image are manually

selected as described in Section 6.3.2. The images are then resampled to give

an isotropic voxel of dimension 0.8mm × 0.8mm × 0.8mm, and padded to the

same resolution 339× 339× 241.

Unlike the previous two experiments, the atlas and patient images used in

this experiment are of different modalities. Thus, the multi-modal similarity

metric NMI in Eq. 4.5 is used. The number of intensity bins used for the es-

timation of probabilities is set as 64. The images are first globally registered

using a multi resolution affine registration method, with the gradient descent

optimization scheme described in Section 4.3.1. The calculation of the mutual

information is based on the method introduced by Mattes et al. (2001); Theve-

naz & Unser (2000). The resulting images are then registered by the non-rigid

registration scheme described in Section 4.3.2, where λ = 0.1 and 40mm initial

control point spacing with 3 grid refinement levels are used. The 3D displace-

ment field resulting from the registration is used to deform the atlas mesh.

6.4.3 Results

6.4.3.1 Quantitative Evaluation

The proposed scheme is evaluation on four MRI datasets. The statistical results

are shown in Table 6.5, Table 6.6, Fig. 6.14. As it is quite difficult to get a clear

segmentation of the skull from the MR images due to the weak signals produced

in bone, the accuracy of this case is only evaluated on the skin surface. From

Table 6.5, we can see that patient-specific meshes generated using multi-modal
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Mean Max σ
Skin error (mm)

Atlas 0.1 2.6 0.2
Patient 0.4 8.7 0.6

Non-rigid registration (s) 1016 1035 16

Table 6.5: Surface accuracy and registration time statistics for the 20 patient-
specific meshes. The accuracy of the generated patient meshes is compared with
that of the atlas mesh.

JR < 0.03 0.03− 0.2 0.2− 0.4 0.4− 0.6 0.6− 0.8 0.8− 1.0
Atlas (%) 0.0 8.4 19.3 37.5 30.7 4.1

Patient (%) 0.7 7.9 19.7 38.1 29.8 3.9

Table 6.6: Mesh quality distribution for atlas mesh and the patient-specific meshes
generated by the method proposed in this thesis.

image registration achieved submilimetric representation accuracy for patient’s

skin surface. The resulting mean surface error and standard deviation is quite

close to that obtained using mono-modal image registration as in Table 6.3,

which demonstrates the effectiveness of the proposed multi-modal scheme.

The average non-rigid registration time in this experiment is 16min, as op-

posed to 5min and 3min in previous two experiments. The computational time

is longer mainly because the NMI similarity metric used in this experiment is

more computationally expensive than the SAD used previously.

The quality statistics of the generated patient-specific meshes are compared

with that of the atlas mesh as in Table 6.6 and Fig. 6.14. The generated meshes

show little degradation as compared to the atlas mesh with 0.7% problematic

elements and less than 2% degradation for each JR interval.
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Figure 6.14: Mesh quality distribution for the atlas mesh and patient-specific
meshes generated by the proposed method. For the patient meshes, the mean per-
centage of different JR interval is plotted, along with the standard deviation among
the patients.

6.4.3.2 Qualitative Evaluation

The representation accuracy of the bone surface cannot be evaluated quanti-

tatively; thus, it is evaluated visually in this experiment (Fig. 6.15). From

Fig. 6.15, we can see that although the bone in MR images is quite difficult

to segment, by using our multi-modal registration method, we can still gener-

ate a patient-specific mesh that match closely with the patient’s bone structures.

Four samples of generated patient meshes are shown in Fig. 6.16 together with

the segmented patient skin surface.

6.4.3.3 Comparative Study

Generating FE models from MR images is of interest as MRI is able to simulta-

neously capture and depict bony and soft tissue structures, and the patient does

not need to go through multiple imaging processes. It is preferred in clinical

applications as it is more flexible and is radiation free.

To generate FE meshes from MR images, in traditional surface based mesh

generation method, the bone structures need to be segmented from the patient
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Figure 6.15: Qualitative evaluation of the bone representation accuracy. The gen-
erated patient mesh is overlaid with paitent image. From left to right, the fitness of
the teeth, mandible and maxillary are shown. The mesh generated using CT images
with mono-modal image registration in Section 6.3 is shown in the second row for
comparison.

Figure 6.16: Thumbnails of 4 generated patient-specific FE meshes. The patient-
specific FE meshes are shown together with the transparent skin surface of the
patient.
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image. However, bone segmentation can be very challenging from clinical MR

images as the bone structures in MR images is of low resolution. The bone

surfaces segmented from MR images are often incomplete. Thus, it is not pos-

sible to generate FE meshes of bone structures with MR image using traditional

surface based methods.

In our method, the patient MR images do not need to be segmented. The

atlas image together with the smoothness constraints can serve as a shape prior

to help define the boundary of the bone structures even if the information con-

tained in the patient MR image is incomplete. From our experiments, we have

shown that our multi-modal method can successfully generate FE meshes with

bone structures, i.e., the face model with skull surface, directly from the patient

MR images. The accuracy and quality of the generated mesh are satisfactory

and quite close to the one generated using mono-modal registration.

6.5 Conclusion

The proposed patient-specific FE mesh generation scheme was quantitatively

and qualitatively evaluated on three different clinical cases, involving synthetic,

mono-modal and multi-modal image registration. The patient-specific finite el-

ement meshes were automatically generated for all the cases within 2 to 17

minutes, either with synthetic images or real CT and MR images. A detailed

parameter study on how the registration parameters may affect both the gener-

ated mesh accuracy and mesh quality is also presented, which provides useful

information for the application of this method.

The image based mesh morphing method introduced in this article improves
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the previous surface or landmarks based mesh morphing technique by elimi-

nating the tedious and time consuming segmentation step, and combining the

segmentation and mesh morphing into a single procedure. This feature also

makes the surface representation accuracy of the produced FE mesh dependent

only on the patient image quality by eliminating possible surface representation

errors stemming from an inaccurate segmentation.

Although some binary image registration based methods have been proposed

recently (Barber et al., 2007; Lamata et al., 2011), little attention was paid to

mesh quality preservation or restoration for the generated meshes as smooth,

diffeomorphic, mesh deformation is not guaranteed in these methods. How-

ever, this is crucial especially for complex FE meshes with a large number of

elements, such as the face model in our experiment. In our scheme, the dif-

feomorphic constraint and the smoothness term largely preserves the generated

mesh from unwanted distortions. Both the femur and face model achieved very

small mesh quality degradation (0.8% problematic elements and less than 2%

change in each JR interval). Although image based mesh morphing registers

more information than surface based mesh morphing, which could lead to more

distortions, our method managed to obtain better mesh quality than the sur-

face based method in Bucki et al. (2010), where the maximal change in each

JR interval was 4.1% for the femur model and 6.8% for the face model. The

small amount of problematic elements could successfully be repaired manually

in commercial software or through an automatic reparation algorithm (Bucki

et al., 2011).

In the proposed scheme, the generated mesh quality and accuracy rely on

the accurate definition of the atlas mesh. The representative error between the
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atlas mesh and atlas image will be passed on to the patient meshes, i.e., patient

mesh quality will be affected by the quality of the atlas mesh. Therefore if a

high quality atlas mesh is used, high quality patient-specific FE meshes can be

generated. The strong point is that this modeling effort only needs to be done

once for each anatomy. Since the procedure is segmentation free, it significantly

simplifies the FE mesh generation process and also offers the possibility of in-

cremental atlas mesh enhancement that immediately translates into finer patient

specific FE models with absolutely no effect on the complexity of the FE model

generation procedure itself, as explained below. In surface/landmark based reg-

istration schemes, if a new feature needs to be modeled in the atlas mesh, it

will also have to be segmented/pinpointed in every patient’s dataset in order to

be properly registered. Thus, the use of a more comprehensive/realistic atlas

model involves heavier image processing of patient data through the required

segmentation overhead. In our image based scheme model enhancement needs

only to be done in the atlas image space and the subsequent patient models will

automatically be updated with the new features, as long as the latter are clearly

visible in the atlas images. New features added to the atlas only need to be

segmented in atlas space and will automatically be available in patient space

through the image registration process.

Another advantage of our method is that it can encode any similarity mea-

sure without customization of optimization method, which makes it convenient

to extend our scheme to multi-modality registration, as in Section 6.4. This

feature is of interest, since for an atlas mesh built on a certain image modality,

for example a CT image, different patient image modalities can be used (CT or

MRI). This give the clinicians more freedom to choose the appropriate image
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modality for different patients, as certain image modalities may not be available

for those patient. The shape information contain in one image modality along

with the smoothness constraints in the registration scheme may also help to de-

fine the shape in another image modality, which is otherwise hard to obtain.
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Chapter 7

Conclusion and Future Work

This chapter concludes the thesis and suggests several directions for future work.

Section 7.1 summarizes the technical contributions achieved in this thesis. Sec-

tion 7.2 proposes a few possible improvements that can be made to our current

method.

7.1 Conclusion

The aim of our project is to develop a 3D image driven mesh morphing method,

which can automatically generate patient-specific FE mesh from patient medical

image. Our work mainly consists of two parts: (1) pre-processing of the MR

image with the proposed robust anisotropic filtering framework, and (2) volume

image registration based automatic FE mesh generation method.

In the pre-processing step, we proposed a robust AD filtering framework

with automatic parameter value selection strategy for MR image denoising and

enhancement. Different from traditional analytical methods (Black et al., 1998;

Perona & Malik, 1990; Samsonov & Johnson, 2004), we proposed to estimate

the optimal parameter value of the AD filter through an optimization step on a
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synthetic image model. The proposed approach was validated using both simu-

lated and real MR images. The synthetic image model proposed in our scheme

was shown to be highly suitable for the purpose of parameter optimization. The

parameter values selected using the proposed method can give rise to results

quite similar to traditional manually tuned parameters. From experiments on

simulated MR images, we are also able to determine a proper decreasing rate for

the dynamic parameters as well as the parameter search range. The experimen-

tal results on the simulated MR images confirm that our method outperforms

most state-of-the-art MR image denoising methods (Aja-Fernández et al., 2008;

Krissian & Aja-Fernández, 2009; Manjón et al., 2008) in both quantitative mea-

surements and visual evaluation. By testing on real MR images of different

organs with differently noise levels, we demonstrated that our method is suffi-

ciently general to be applied to a variety of MR images.

In the FE mesh generation step, we proposed an image registration based

mesh morphing method. Different from traditional mesh morphing method (Bucki

et al., 2010; Couteau et al., 2000), which deforms the atlas FE mesh to pre-

segmented patient organ surface or landmarks, we proposed to deform the atlas

FE mesh according to the displacement field obtained by registering the atlas

and patient images. The proposed scheme improves traditional automatic FE

mesh generation methods by skipping the tedious and often difficult image seg-

mentation step. Moreover, it makes the registration process independent of the

atlas mesh structure, which allows the atlas to be gradually refined without alter-

ing the registration process. To reduce the distortion caused by the mesh defor-

mation, a new smoothness term is also proposed in our scheme. The proposed

scheme is implemented with an efficient optimization method which does not
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need to be customized for different similarity metrics, thus makes it convenient

to adapt our method to multi-modal imagery. By testing the proposed method on

three diffident clinical cases involving synthetic, mono-modal, and multi-modal

image registration, we demonstrated that our method is sufficiently general to

be used in different clinical situations. Results show that the FE mesh generated

using our method outperforms that of the state-of the-art surface based mesh

morphing method (Bucki et al., 2010) in both mesh representation accuracy and

quality.

7.2 Future Work

From the aspect of experimental evaluation, quantitative evaluation of the bone

representation accuracy on the multi-modality image registration based mesh

morphing is needed for the face model in Section 6.4. This can be done by

manual or semi-automatic segmentation of the skull surface from the MR head

image.

A further improvement of the current method will be the integration of

the mesh untangling step into the registration procedure itself, rather than a

post-processing step that can possibly degrade surface accuracy. This could

be achieved by formulating the FE mesh distortion measure as an energy term

that further constrains mesh deformation to avoid excessive Jacobian Ratio (JR)

degradations. In this way, an accurate patient-specific mesh could be gener-

ated from medical images in one step with no problematic elements, and can be

directly used in finite element analysis.

In the proposed image registration based mesh morphing method, the atlas

mesh deformation is driven by intensity information alone. This method can be
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automatic and effective for organs with good contrast. However, when the organ

of interest in the medical image lacks distinct boundary features, the patient’s

medical image alone cannot provide sufficient information to achieve an accu-

rate atlas mesh deformation. For example, the boundary of the tongue in the MR

image is difficult to identify as the intensity of the tongue is close to that of ad-

jacent soft tissues. In model-based automatic image segmentation methods, this

problem is often solved by incorporating information about prior knowledge of

the shape and appearance of the organ of interest to restrict the deformation of

the model in areas lacking image information (Heimann & Delingette, 2011).

Minimal expert interventions can also be incorporated to increase the reliability

of the segmentation (Stavness et al., 2013). Thus, another possible extension

of our method would be to investigate the possibility to incorporate the shape

priors and user intervention into our mesh morphing scheme so that our method

can also be used in patient’s medical image with low contrast.

156



References

AHMED, M.N., YAMANY, S.M., MOHAMED, N., FARAG, A.A. & MORI-

ARTY, T. (2002). A modified fuzzy c-means algorithm for bias field estima-

tion and segmentation of MRI data. IEEE Transactions on Image Processing,

21, 193–199. 53, 67
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